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Third Annual NSIUWG Conference

_SI [letmorking in the llinptie_

March 30 - April 3, 1992

Schedule of Events

(Subject to change)

MONDAY, March 30

5:00 - 7:00 Registration and No-Host Reception

7:00 - 8:30 Executive Planning Meeting

TUESDAY, March 31

Opening Plenary

8:30- 8:45 Opening Session
R. Zwickl/NOAA-ERL

8:45 - 9:15

9:15 - 9:45

NSI Program Update

A. Villasenor/NASA HQ

NSI Project Update
C. Falsetti /ARC

9:45- 10:00 BREAK

10:00- 12:00

12:00- 1:30

NSI Panel: Highlights, Status of Previous Findings, Current Issues
John Martin, SNP / Sterling

Milo Medin, NSI Engineering�ARC

J. Patrick Gary, NSI User Services & Applications/GSFC

Ron Tencati, NSI Security�Hughes STX

LUNCH

1:30 - 2:30

2:30 - 5:30

5:30 - 6:00

Plenary: Subgroup Agenda Review

Subgroup Meetings
• Networking

• User Services/Applications

• NSIUWG Organization

Executive Committee Meeting

Exhibit Area open from 10:00 to 5:00

P_I_DIING PAG'E BLANK NOT FILMED



N q| NetuJvrktng tv th_ [ItnetLEs

SCHEDULE OF EVENTS

WEDNESDAY, April 1

8:30"- 8:45 Subgroup Update (in plenary)

Science Networking Keynotes

8:45 - 9:30 UARS Project
D. DeVito / GSFC

9:30- I0:15 MARS Observer Project
******

10:15- 10:45 BREAK

Network Information / User Services Plenary

10:45 - 11:30 Internet Information Servers

Joyce Reynolds/ISI

11:30- 12:15 X.500 White Page Service
Peter Yee /ARC

12:15- 1:30 LUNCH (No Host)

1:30 - 2:00 Possible Plenary Session

Subgroup Meetings

2:30- 5:00 Parallel Subgroup Meetings

(Break ° Networking
3:00-3:15) • User Services/Applications

• NSIUWG Organization

7:00- 10:00 GROUP DINNER (No Host)

Exhibit Area open from 8:00 to 5:00
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[letmnrktn_ in the [ltnettes

SCHEDULE OF EVENTS

Thursday, April 2

8:30 - 8:45 Subgroup Update (in plenary)

Network Communications Technology Plenary

8:45 - 9:30 Internet Forecast

Vinto Cerf / CNRI

9:30- 10:15 NASA NREN

Milo Medin / ARC

10:15- 10:45 BREAK

Network Applications Technology Plenary

10:45 - 11:30 Distributed Visualization

Horace Mitchell / GSFC

11:30 - 12:15 TAE

Marti Szczur / GSFC

12:15- 12:30 Overview of Tutorials and Demos

12:30- 2:00 LUNCH (No Host)

2:00 - 5:00 (in parallel with tutorials) Tutorials (in parallel with exhibits)

EOS DAAC NCDC & PLDS

NCCS Visualization

NSI NOC & NIC

NSSDC Master Directory
TAE

TGV

X.500 White Pages

On-Line Info Servers (NONA,

Archie, etc.)

NIC staff

Host Security (VMS & UNIX)

Ron Tencati / Hughes STX

Introduction to TCP/IP

John McMahon / TGV, Inc.

Exhibit Area open from 8:00 to 5:00



_Sl [letmorktng tn the [ltnetteu

SCHEDULE OF EVENTS

Friday, April 3

Closing Plenary

8:30- 12:00 Subgroup Summaries

• NSIUWG Organization
Linda Porter / MSFC

• User Services/Applications
Neil Cline / JPL

• NSIUWG Organization
Ron Zwickl / NOAA-ERL

12:00 Adjourn

1:30 Tour of GSFC

Exhibit Area open from 8:00 to 12:00
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PARALLEL SUBGROUP MEETINGS OF THE THIRD ANNUAL NSIUWG

___.- _:---.7:__ _;_7 ...... ,_-'--

Room A Room B Room C

2:30

Break
3:00-3:15

5:00

Networkina

Chair:. LJnda Poner/MSFC

• NSI network update
(technical status report)
- network architecture

- protocol summaries
- protocol encapsulation

update
- network management

tools used by the NOC

• NSI futureS

- Frame relay?
- XTP?

- OSPF "type of service"
muting?

- other futures

Information/User Services

Chair:. Nell Cline/JPL

Zlmx_Lzuz_u
• Welcome

Nell Cline/JPI

• NSIUWG Direction

Pat C_ry/GSFC

• User Services on the
Internet

Joyce ReynoMsflSI

• Interact Cruise
Laura Kelleher/Merit

• NSI NIC Organization and
Functions

Brian Lev/Hughes STX

NSIUWG Omanizatlon

Clwir: Ron Zwicki/NOAA-
ERL

• NSIUWG direction

• Other TBD

Room A Room B Room C

2:30

Break
3:00-3:15

5:00

Networkina

Chair: Linda Porter/MSFC

DECnet and OSl in the NSI
-What has NASA_ISI

done since last meating_
- NSI and the HEP-SPAN

DECnet Coordination

Group
- Implementation of Phase

V/OSI in ESnet-OECnat

- DECdns naming plans
and current Implementa-
tion

- NSI plans for support of
CLNP

- Ouestion & Answer

User Services/Anolications

Chair: Neff Ciine/JPL

Summary of Tuesday's
Discussion

Nell Cline/JPL

NSI NIC Help Desk: Whet
It Does; How It Can Help
You

Bill Yurcik/l.lughes STX

Procedures for Providing
Network Connectivity

John Martin�Sterling
Software

Open Discussion
- NSI NIC Posslbilitles
- Info Tools on the Intemet

- User Concerns

. Feedback on Subgroup

Chair: Dennis Gallagher/
MSFC

Zim4aY_..t_d¢
• Crush

Ed Seiler/I.lughes STX

• Scientific Visualization
Alan McConneil/Pixel

Analysis
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II. Meeting Summaries
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NSI User Working Group Conference Overview

On March 30 through April 3 approximately 130 NSI users attended

the Third Annual NASA Science Internet (NSI) Users Working Group

(NSIUWG) Conference at the Marriott Hotel in Greenbelt, Maryland to

learn more about NSI, hear from projects which use NSI, and receive

updates about new networMing technologies and services. The

NSIUWG Conference was sponsored by the NSI User Support Office,

which is managed by the GSFC Science Network Office/Code 930.6,

and was coordinated by Lenore Jackson of the NSI USO.

The plenary sessions gave listeners the opportunity to hear from a

variety of invited speakers. These included NSI project management,

scientists and NSI user project managers whose projects and

applications effectively use NSI, and notable citizens of the larger

Internet community, such as Joyce Reynolds of the University of

Southern California Information Sciences Institute, Dr. Vinton Cerf of

the Center for National Research Initiatives, and Laura Kelleher of

Merit Network, Inc. User subgroups were Networking, chaired by

Linda Porter of Marshall Space Flight Center, User Services &

Applications, chaired by Dr. Neal Cline of the Jet Propulsion Lab, and

NSIUWG Organization, chaired by Dr. Ron Zwickl of the National

Oceanographic and Atmospheric Administration. One afternoon

offered well-attended tutorials covering the implementation and use

of X.500 services, an introduction to TCP/IP, using NSI Network

Information Center services, and network-oriented security for both

VMS and UNIX operating systems. Several NASA projects also held
demonstrations in the Exhibit Area which was interconnected with

theNSI at 1.5 Mbps throughout the week.

The NSIUWG Organization Subgroup proposed a number of changes

for next year's meeting. For example, because the users wanted the

sense of the conference to be understood less as a working group and

more as an information exchange, the name next year will change to

the NSI Users Forum. This reflects the evolving nature of the

conference as a forum for dialog among network users, NSI project

personnel, and representatives of various online resources. The

Organization Subgroup having completed its job, planning for next

year's meeting will begin with only the Networking and User

Services subgroups, although others will be added as emerging

interests demand. An updated mailing list and improved means of

announcing the annual meeting were also recommended.

I::q_6I_E_ P,_.'S'E_.t.ADIKNOT FI_.MIED
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Some of the elements of the conference which users suggested not be

changed were convening annually in March, rotating to sites

alternately on the East and West Coasts, retaining the subgroups as

an integral part of the meeting, and including presentations by

speakers from outside NSI and even outside NASA.

The USO wishes to thank all of the presenters, tutorial instructors,

exhibitors, and NSI user attendees who participated in making this
NSIUWG Conference a success. The project and all its users thank Dr.
Ron Zwickl, Conference Chair, and Linda Porter, Network Subgroup

Chair, for their years of service. Both are stepping down this year.

................................ • _$_ ..................................

Plenary Presenters:

Mr. Jeffrey Burgan, Sterling (NSI)
Dr. Vinton Cerf, CNRI

Dr. Theodore Clarke, JPL (Galileo)

Mr. Daniel DeVito, GSFC (UARS)

Ms. Christine Falsetti, ARC (NSI)

Mr. J. Patrick Gary, GSFC (NSI)

Mr. John Martin, Sterling (NSI)

Dr. Horace Mitchell, GSFC ('NCCS)

Ms. Joyce Reynolds, ISI

Ms. Marti Szczur, GSFC (TAE)

Mr. Ron Tencati, Hughes STX (NSI)

Mr. Anthony Villasenor, NASA HQ (NSI)
Mr. Peter Yee, ARC (ISODE)

Dr. Ron Zwickl, NOAA/ERL

Subgroup Presenters:

Dr. Randy Barth, Hughes STX (NSI)

Mr. Jeffrey Burgan, Sterling (NSI)
Mr. Todd Butler, RMS/GSFC

Mr. Phil DeMar, FNAL/DOE

Mr. J. Patrick Gary, GSFC (NSI)

Ms. Laura Kelleher, Merit

Mr. Brian Lev, Hughes STX (NSI)

Mr. John Martin, Sterling (NSI)

Dr. Alan McConnell, Pixel Analysis/GSFC

Mr. John McMahon, TGV

14



NSIUWG
Organization Subgroup

Findings:

1. Name needs to be changed to NSI Users Forum

2. Continue annual meeting, retain March time frame

3. Meeting site will vary

- Retain East/West rotation

- Can hold meetings at other sites

4. Subgroups are a necessary part of annual meeting format

- Do not want a seminar format

- New Subgroups will be formed as needed

- Currently two subgroups: Networking, User Services

5. Need updated, more complete mailing list

- Announce annual meeting

6. Continue to have presentations from outside of NSI

7. Support National Meetings

- Could have lower level of support, such as local dial-up

8. Regional User meetings be held during National Meetings

15



NSIUWG Network Subgroup Meeting Summary

March 31- April 1, 1992

Linda Porter/ Subgroup Chairman

Anywhere from 20 to 50 people attended the network subgroup

during the two afternoon meeting days. During the two days, various

speakers provided much technical information on NSI. Discussions

were limited to questions and answers. No formal findings were

established, however several requests were made:

Day 1:

o One or more postscript maps of the network with IP

addresses and DECnet addresses should be made

available. The "network" in this case is the NSI

backbone and directly connected NSI sites" over

o

a) Proteon or DEC h/w

b) encapsulated (logical DECnet connectivity only)

The idea is to be able to look at a map and visually trace

one's way through the network under either TCP/IP or DECnet.

These maps should be made available on the NSINIC and kept

up-to-date.

Ability to traceroute DEC paths through NSI (similar

to ESnet/DECnet capability) The current problems (lack of

support) with the NSI provided Proteon touters is understood,
however it was noted that in a few months Proteon would be

supporting both a nonprivileged access mode and 5NMP MIB for
DECnet functions. Both tools would be invaluable to the

network community, and NSI is requested to keep the

community apprised of new developments.

Day 2:

o There is a mail exploder for DECnet to O$I transition

set up for DECnet PV/OSI information. The address is

DECNET-OSI-TRANSITION@NSIPO.NASA.GOV

to be placed on this list, send a request to the address:

DECNET-OSI-TRANSITION-REQUEST@NSIPO.NASA.GOV

o

o

A request was made to create a Usenet News Group
for NSI DECnet to OSI information.

4

Some significant issues were raised with the DECnet VMS/OSI

product scheduled for release in the sun, net timeframe. The

VMS product will no_ fully support full (hierarchical, DECdns}

names at first customer ship (FCS). Primary concern is lack of

support for RMS. SET HOST and MAIL however, will be

supported. Users were asked to make their concerns known to
their local Digltal offices, if they felt this was a problem in

in_lementing the product as a result. Also, mail can be sent
to SEGREST@DC101.DCO.DEC.COM (Robert Segrest, DEC Network

Strategic Coordinator for DOE/NASA).

16



f NSIUWG '92

I User Services Subgroup !(A) Follow-up On Last Year's Meeting

• Network Requirements Processing

no customer problems reported

further improvements in planning and
processing reported

• User Help Desk

implemented by USO as outlined last year

network support problem at JSC noted last year

appears to have been solved

(A)

NSIUWG '92

User Services Subgroup
Follow-up On Last Year's Meeting

(Continued)

• The NSI NIC

• operational as advertised last year
• menu-driven system (NONA) demonstrated

• user requirements still needed
• USENETfeed being provided as needed;

demand for USENET newsgroup not establsihed

• X.500 involvement by NSI demonstrated

• Conference Support

• plans and schedule for FY 92 shown
• formal process for authorization established

17



J NSIUWG '92 [
User Services Subgroup

(B) Findings

(1) NSI User Services need to be advertised in
media read by NASA scientists.

(2) E-mail distribution services need to be made
available to NSI customers.

(3) There is considerable user demand for
on-line availability of network maps, statistics,
and performance information.

I ii ii

NSIUWG '92
User Services Subgroup I

(4) E-mall user comments, concerns, etc.., should
be solicited prior to the next NSlUWG

(5) X.500 pilot support should be continued

(6) User Support Officed and Planning Office has
assembled exceptionally dedicated & talented
teams; NASA should make sure they are
maintained

18



III. Presentation Material
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Opening Plenary
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NSI Program Update
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Tony Vlliesenor
Program Manager, NASA Science Interne!

OFFICE OF SPACE SCIENCE AND APPLICATIONS

Information Systems: an Integrated Approach

SUPERq _.
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ECHNOLOGY
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... for Today's Research Environment !
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NSI Acceptable Use Guidelines

SUMMARY:

NSI supports all NASA science flight missions, discipline research
programs, end collaborsUng scientists st NASA Centers and elsewhere.

NSI is net to be used for pdvete gain or profit.

SPECIFIC USES:

1) Use of NSI musl be In support at official NASA programs; all user requests for NSI
connectivity must be validated and supported by cognizant OSSA Discipline Chlels.

2) Use of NSI to support coordination and administrative execution of OSSA research grants Is
permissible;

3) Use of NSI to support NASA research, related training, and associated technical activities at
nen-prolit Institutions at research and education Is acceptable.

4) Use of NSI tar commercial or Intellectual gain by for-profit organizations is not acceptable,
unless those organizations are using NSI to satlsly specific NASA contract or grant
requirements.

S) Use el NSi tar research or education at Ior-profll instltulions will be reviewed on a
case-by-case basis to ensure consistency with OSSA programs; lack at program approval
will result in disconnection.

6) Use of NSI to gain unauthorized use of resources attached to NSI will result in
disconnection end legal prosecution. NSI will make every attempt to Implement precautions
to safeguard against unauthorized use of NASA compulers, databases, end other attached
federal resources.

NSI. NAgA 9_lence Inlemei

NSI Grades of Service I
BASIC SERVICE

• Required connectlvily to data archives, computational lacilitles, and collaborators
worldwide; up to SSkbpe

• Reliable communications monitored continuously (24 x 7), including automatic
fault detection procedures initiated within minutes of occurrence.

• Full interopereblllty with science and research communities via NSFnel, ESnet,
end other INTERNET networks in the U.S. end abroad; also Inleropereble with the
evolving NREN.

• Broad spectrum of network applications Including electronic mall, file transfer,
remote log-on, etc.

• User consultation and technical assistance through NSI "Help Desk" end network
documentation.

PRIORITY SERVICE'

All the above, plus:

• Dedicated pflvele circuits between specific facilities.

• Very high pedormanc4 service, T1 or greater, to end users.

• Non-standard installations and applications requiring specially engineered
solutions end equipment.

• Large Intiox of requirements tar new circuits needed tar operational use within two
years of current budget cycle.

NSl. NAIIA Sdem:e ktllmsel
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PRIORITY SCHEMA (2/20/92)

INFRASTRUCTURE

0' Provide a high quallly, reliable. 24 hour per day by 7 days a week. open access network
connecting all current OSSA science missions, tnvesligalora, their data archives and
computational resources. Includes basic network services such as e-mail, tile transfer,
remole Iogon, Infernal & Inter-Cenler access, securily manegemenl, end basic science
conference support as approved by the ISMB, elc.

MISSION SPECIFIC RESOURCES

1 Current active missions end campaigns where data is now being acquired and used for
science analysie; e.g., UARS, GALILEO, KAO, etc.

2 Near-term missions, campaigns, & research proJecls which will require NSI services In 6
months (circuit order lime), e.g., EOS, ISTP, Balloons, etc.

3 OSSA Inlraslruclure or science projects with management visibility: key science conferences.
JOVE, Easlern Bloc access, coordination with PSCN, ICCN, NSF, OAETtNREN, elc.

4 Long-term missions & projecls: Antarctica. AXAF, etc.

5 Genedc network services for space science community not direclly traceable Io specific
project or discipline requlramenls: DECneI Phase V planning, performance measurement.
requirements management, securlly, industry (IETF) collaboration, elc.

6 NSI technology enhancements, such as network applications, software/hardware upgrades.
NSIUWG technical forum, OSl transilion planning, salelllte-ground Inleroperalion. Appletalk
encapsulation, packet radio applications, elc. In general, items Ihat Improve NSI robuslfless.

7 Science conferences with aupplemenlal lundlng, supporl for external activities such as NIST
lestbed, elc. Items that do not elfecl "NSI success" as perceived by OSSA Oivtsions.

•11=_,wwll),

NSI - NASA 84danceInlemel

I
Projected Requirements

(with Z0S)

4.000

,_ _.ooo _
E 2,000

1.000,

0
• . . , ° •.... -

92 93 94 g5 96 g7 go

Fiscal Year

l i_infrastructure _ New Missionusers

4,000

3,000

2,000

1,000

0

m.,__ Guideline JSpecific Users Funding Level

NSl. NASA 8dem:e ;,_;_i
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NASA CENTERS

iNTER-CENTERCOORDINATING COMMn'I'EE FOR NETWORKING

end

ICCNfor Science

rail. NASA llekmce Inteeem

Services NSFnet

gateway

gateway

ARPAnet ESnet

NO1.NAllA lkleeee le4emel
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National Network Hierarchy I

USERS !( electronic mall, tile transfer, Iogon, etc.)

NIl • lUAa__A._:::.:,,;, • _.,,_

INTERNET COMMUNITY _

NSI-ENG

\

r

lAB, Oversees the englneerln!

l INTERNET
ENGINEERING

TASK FORCE

INTERNET
ACTIVITIES

BOARD

ollhelnlemel

INTERNET 1
R ESEA RC H

TASK FORCE

COMMERCIAL NETWORK & CARRIER SERVICES

AT&T. MCI. SPRINT, RegionM BOCs.

IBM. DEC. Apple. Pfoleon. CIimo. WMIIleel.
PSI, ANS. Edm_llm, Me.

l
m - NASA Bckmee Imem_
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FNC Organization

f Chairman - Dr. Charles BrownsteinlNSF

DARPA NSF
GSA NASA DOE

NIST HHS
DOD DCA NTIA

USGS NOAA

OSTP

OMB

DE
J

i ....

'1 ItESEARc" &'DEVELOPMENT I

WORKING GROUPS

ENGINEERING ] I POLICY I& OPERATIONS i I

NSl - NASA Science Inlmnel

FNC WORKING GROUP CHAIRS

Steve Wolff

John Cavalllnl

Tony VIIlasenor

Paul Mockapetris

TBD

TBD

W..0.ddog..C_._

All Groups

Policy

Eng & Ops

R&D

Security

Education

Affiliation

FNC Exec Director

FNCIDOE

FNCINASA

FNClDARPA

FNClNIST

FNClDE

- NASA SConce Inlomll
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Engineering & Operations Working Group I

INITIAL MEMBERSHIP OF THE EOWG WOULD CONSIST OF BUT NOr BE LImTED 1"0

THE FOLLOWING, BECAUSE OF THEIR STRONG VESTED INTEREST IN THE
ENGINEERING AND OPERATION OF THE INTERNET:

Tony VIIlasenor, NASA - Chairman

Slave Wolff, NSF - Vice Chairman

John Cavalllnl, OOE - Vice Chairman

Bill Boslwick, U.SJCCIRN

Paul Mockaperlle, DAflPA

TBO, FARNET

TBO, lAB

Note: Operations managers of key laderal networks may be Included as
members. The EOWG will wovlde delegates to CCIRN meetings.

NW - NASA Science InWnel

Federal Internetwork Exchange (":FIX")

UNK TO AGENCY UNK TO AGENCY LINK TO AGENCY LINK TO INTERNATIONAL
BACKBONES BACKBONES BACKBONES REGIONAL UNK

= MULTI-PROTOCOL ROUTER

NSI-NA_t, Sclenmlnl_nml
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CClRN

COORDINATING COMMITTEE FOR INTERCONTINENTAL RESEARCH NETWORKING

The purpose of the CClRN is to agree and progress s set of ecllvltles to achieve
Inter-operable nelworidng services bern,sen pallicipallng entities (currently Norlh
America and Europe) to support open research and scholarly pursuit. Policy,
management, end technical issues will be examined, based on agreed
requirements. More precisely, Ihe committee alms to:

e. stimulate cooperative intercontinental research by promoting enhanced
Inleropereble networking services, specifically

- promoting the evolution of in open, Inlernalional research network in line
with official policies on the use of inlsmalionel standards,

- coordinating and #acilltaling eHeclive use el Ihe International networks to
enhance the quality of research end scholarship.

b. optimize use el resources end to coordinate International conneclions of the
networks repreeenled on the CCIRN

c. coordinate development of inlematlonsl network management techniques

d. eschenge results of networking research end development

NSl - NASA Science Intemel

International Technical Coordination

CURRENT ACTIVITIES

• inter-continental link coordination and planning
• global domain name system

• uniform nelwork statistics and monitoring
• global registration

• global routing
• national character sets

• coordination among network control centers
• CLNS Introduction

• mapping

• electronic mall interoperabillty & reliability

FUTURE TOPICS

• international X.400 with X.500 directory services
• international voice/video teleconferenclng
• resource accessibility; authorization; control

• resource control: costing and accounting
• relevant national policy concerns

-_ _ _twnel
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OAST-OSSA NREN Relationships

NASA I NRENHPCC ,.,..,_..,..

'"" ;"'" ' " "1:

•l_; r'_' " .. _. . : , "j;

N'REN _1 SCI_:NCE I'"": L " " I I Nolworks i

" " I ] e I I

:' I NSFNET I,,.l """'_d" I I Commerciii,
l_1 ....'_,J_illlt_';, : ! N'''°rk"
,.,. NIST ,KPAHIgD IDIS

L

N91. N#m_. -__-_. ce In;,_r,i;

Governmenl

Industry, Suppliers

Users _

ESnet
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NSI Project Update

PR'ECED_!_ p,,,.:_._ r_, ._rJ._ T'JOT FILMED
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The NASA Science Intemet-
NASA's Worldwide Science Communications Network

NSIUWG 1992

Christine M. Fslselll
NASA Science Inlernet Office

Information and Communications Systems Oivislon
AMES RESEARCH CENTER

Outline

I. Background

II. Current Services and Architecture

III. Future Directions

CMFalNIU 2
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The NASA Science Internet

NASA Science k_hPmef PrWecf Oltl¢o
CMFalselli 3

Program Organization Chart

OSSA DIVISIONS
INFORMATION SYSTEMS

MANAGEMENT BOARD
(J. Alexander, Chair)

l SCIENCE STEERING
COMMITTEE

(B. Smith, Chair)

SYSTEMS
DIVISION

INFORMATION SYSTEMS I

NASA SCIENCE INTERNET
PROGRAM

(A.Villasenor)

NASA SCIENCE INTERNET
PROJECT OFFICE

(C. FalselU)

NASA kleftce InDrnAN PrqPecf Olflce

CMFalselli 4
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NS! Project Organization

L

I I_llource i
Admlnlllrmilon

|S+W_ARC)

I
I.+I(J. HC_VARC)

[ l
(M LeonaARC.

(J. ManlntARC) M ;k)od:ARC)

I + I I

| Comrol | IN-Ign

Prolec! Sckmllll
(9 S..IK/AI_)

IeAIA ilemml I.+1+._ m'qk_ o!'_'+

Service Organization

NSI PROJECT

VALtIE AI)I)El')

_+FII'/ICEr;

SCIENCE
NETWORKS

TELECOMMUNICATIONS

SERVICES

" +:c_-++- .m_+____ ---- t.,:+,++_ .

NASA 8ctlftle klmml_ J_qke¢l Olflce
CMFa,selli 6
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Value-Added Services

NASA S¢lerlce #l_herteef I_olec# Office CMFalselh 7

Community Served by NSI

NSI PROVIDES SERVICE TO"

39 O_G]NAL PAGE IS
OF pOOR QUALITY



NSI Support of NASA Science

Life Sciences Division I

Space Life Sciences 1-4 i
Cosmos

Spacelab J

Earth Science and Aoolications
Crustal Dynamics

Upper Atmospheric Research (UARS)
Ocean Topography (TOPEX)

Earth Observing System (EOS)
WETNET

Explorer Program I1

Scout Program l i
Supernova It

Cosmic Background Explorer I,
Gamma Ray Observatory II

Hubble Space Telesrope ,._ Jl

Solar System ExDloratlon
Voyager
Magellan
Galileo
Ulysses

Mars Observer
CRAF/Casslni

Pioneer

Mierg0ravitv Science
Materials Science Lab

International Microgravity

I Dynamics plorer

International Cometary Explorer
Solar Maximum Mission

International Solar Terrestrial Physics
Rockets and Balloons

._v4._s4s,wa M .emj_r,om_ CMFalselli 9

Planning Process

_ Contact Science [

Discipline

Ututerstand and Participatc in
h_rmation Systems Ph.mi,g Process
mul Requirements Development

hlenli_, .nd Concept,ali:e

Commtmications Architecture

l.)r(_ an_'g. Discipline MOU

Transfer to Production
Manage Requirements
throughout operation

CMF=Is_Ii 10
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Outline

I. Background

II. Current Services and Architecture

III. Future Directions

KCM _m_ Om=e CMFIIIIIIi t I

NSI OSSA Requirements

TOTAL number of OSSA requirements: 1567

NASA k_nc_ JnM_l PrOof Ol_¢e CMFalI_IIi 12

OF PC._jH _UALqj'ry
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NSI Acceptable Use Guidelines

SUMMARY:

NSI aupcmrls all NASA science flight missions, discipline research programs, and collaborating scienlllla at
affiliated research institutions.

NSI Is not to be used for gain or prolll by non-NASA organizations engaged in non-NASA business.

1) Use of NSI must be in aupporl ol official NASA programs; all user reo.uesls tar NSI connectivity must be
validated (and possibly funded| by cognizant OSSA Discipline Chiels.

2) Use at NSI to supporl coordination and adminislraUve execution ol OSSA research grants Is permissible;

3) Use o! NSI Io supporl NASA research, related Iratnlng, and associaled technical activllles at non-profit
inslitutions of research and educaUon is acceptable.

4) Use ol NSi for commercial or Intellsclual gain by for-profit organizations is nol im.,ceplabie, unless those

organizations are using NSI Io setlaly specific NASA contract or grant requiremenla.

S) Use of NSI for research or education at Ior-prolil institutions will be reviewed on a cole-by-case basis to
onlmra consistency wllh OSSA programs; lack oi program approval will resuN In dlaconnectlon.

6) Use of NSI to gain unaulhodzed use oi resources allached Io NSI will msull In dllconmmilon and legal

prosecution. NSI will make ever,/attempt Io implement precautions Io safeguard against unsuthodzed

usa of NASA computers, databases, and other allached lederal resources.

NASAS*/enceanmmefPraNWOr_ CMFalsefli 13

Process to Prioritize OSSA requirements...

rl Identification and "i
nltial Priorlzation of OSSA |

Budget Proposed

I ISMB Interdisciplinary Priority Cutoff I

SE

Final Review

SZ

SL

S,SP

SB,SN,SM

NSI

Implemention

• " Requirement must be prlorltlzed

by the Divtston wtlhin NSrs ability to
implemenl; excess requiremenls are
delayed or funded separalely.

I_! OSSA ]1

_SA _ _ Prc_q Om¢_ CMFalselU 14
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Priority Schema as of 2/20/92

INFRASTRUCTURE

0" Provide a high quality, reliable, 24 hour per day by 7 days a week, open access network connecling
all current OSSA science missions, invesligators, their data archives and computational resources.
Includes basic network services such as e-mail, lile transfer, remote Iogon, Inlernel & Inter-Cenler
access, security management, and basic science conference support as approved by Ihe ISMB, elc.

MISSION SPECIFIC RESOURCES

1 Current aclive.missions and campaigns where dala is now being acquired and used for science
analysis; e.g., UARS, GALILEO, KAO. etc

2 Near-term missions, campaigns, & research proiects which will require NSI services in 6 months
(circuit order time), e.g., EOS, ISTP, Balloons, etc.

3 OSSA Inlrastruclure or science projecls wilh management visibility: key science conferences, JOVE,
Eastern Bloc access, coordination with PSCN, ICCN. NSF, OAET/NREN, etc.

4 Long-term missions & projects: Antarctica, AXAF. etc

5 Genadc nelwork services for space science community not direclly traceable Io specific project or
discipline requirements: DECnel Phase V planning, performance measuremenl, requirements
management, security, industry (IETF) collaboration, elc.

NSI lechnology enhancements, such as network applications, sollware/hardware upgrades, NSIUWG
technical forum, OSI transilion planning, salellite-ground inleroperalion, Applelalk encapsulation,
packet radio applications, etc. In general, ilems Ihal improve NSI robuslness.

,Science conlerences with supplemental funding, support for exlernal activities such as NIST lestbed,
etc. Items Ihat do not effect "PSI success" as perceived by OSSA Divisions.

"O• a_Pt,ew_ry

N4SA S_enee/n_n_ Prulk_ 0_,

NASA Science Internet
CMFalselll 15
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PSU SRA STSC! AFGL

[]

INN USNO

March 1991

i i

March 1992

........ =,

Bytes/day

8 Billion

20 Billion

PaCRets/d_y'
i i

38 Mlillon

110 Million

i .i i

NoIM:

Avm_ imlm/nemm_ _O'X,.

MII. NASA I_en,.'e Inlemel
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NSI Today

-10000 hosts & 25000 researchers worldwide . In FY9I, NSI implemented an additional 205
requirements to 60 sites; by end FY92, NSI will satisfy 233 requirements to 58 new sites, thereby
reaching approximalely 25000 hosts and 60000 researchers worldwide.
Access to most U.S. universities & labs

Access to -3 million users via the Inlernel
Most major countries In Europe & Asia

High re|lability - NSI-NOC wovides continuous 24x7 monitoring for >t25 nodes; 90% ol faults fixed
within 30 rninules, 97% of all 'trouble Iickels' detected by NSI-NOC before user knew problemexisledl

High performance . NSI continually upgrades bandwidlhs while optimizing and tuning the networkperformance.

Slrong user support & Interaction at all levels. Eslabtished slrong lies wilh OSSA Divisions Io
review, justify, pdoritize & track requiremenls. Ongoing user assistance provided by User Supporl
Office through the NIC (24 hour ordine service, prime shill phone coverage, end-user dooumenlation)
Proven technlcel expertise & leadership in nelworklng - NSI provides proaclive leadership in
several Federal and Inlernalional Nelworking coordination eflorls such as Ihe FNC, FEPG< IETF,CCIRN, etc.

INTEROPERABILIT'f'

Between TCP/IP and DECnel science networks

Wilh universities on the Inlernel. NREN, Regional & Campus networks
With commercial networks: Sl_'i'll, Omnet, PSI, ANS, etc.

Wilh key universilies and research lacililies in Europe. AsLa, S.America. Australia, New Zealand

CMFallelli 17
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NSI and the INTERNET
NSI is a maior Darticigant in the National Internet community.

NSI connectivity is extended to other sites via NSF, DOE, DARPA, and other
linkages.

International connectivity is augmented by DOE, ESA, PACCOM, and
DARPA networks.

Tt

lelworks

BARRNet MIDnel

SDSCNET NCSAIUIUC

WestNet NYSERNel

NorthWest Net JVNC

NCARIUSAN SUF ANel

THEnet Sesqutnel

_,tw_ce k_ Pr_ OfCCe
CMFabelli 19

NSFnet Map

NASA Science _ _ OMct CMFalselli 20
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AUUL.11 _Snet Backbone 199_

DECnel Addressing Archllecture

lillC

NSI Challenges

• NSi is strictly requirements driven. Networking services are in high demand as shown by
explosion in OSSA requirements. As OSSA requirements grow, then more resources are
needed to satisfy demand, despite NSI's leverage & economies el scale, since every site
demands unique attention.

• Current network architecture is a complex, interdependent service web with federal and
inlornsllonel network service providers.

• Emerging NREN and new ISDN broadband technologies will provide challenges o!
incorporation in our networking infrastructure.

GSlUSnl.llmm_

• Requtremenls ore growing much faster than current NSI resources can meet; growth rate
is -400 requirements per year vs. implementation capacity of 200 per year; many FY92
requirements will be delayed to FY93 & 94. Tighl FY92 budget put NSI behind the curve
and It cannot catch up.

• Dependency on NSFnet as backbone supplier in FY94 uncertain. NSF plans to dismantle
NSFnet on April 1994 & switch to NREN, without testbed demo. for routing & backbone
mgmL NSI needs to use PSCN backbone links to Regionals/Commerclels.

• EOSnet is the most critical 'success' component of EOSDIS, as determined by NRC
Review.

PMSA m m _ OMeB CMFaball 22
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NETWORK REQUIREMENTS

Projected Requirements

(with EOS)

4,000 4°000

3,006

Z,000
.m

1,000

92

• . 3,000

Z,O00
1,000

0

93 94 95 96 97 98

FiscalYear

_ InfrastructureUsers

!

New Mission __.m Guideline I
Specific Users Funding Level ]

CMFal=elli 23

NSI Management Options

1. Advocacy ol OSSA Inlormation Syslems Budget to include NSI overguideline requests. In FY93,
this would accommodate new/delayed requirements from EOSDIS, UARS. Crustal Dynamics,
Mars Observer, ISTP, SLS & IML, FLINN, rockets/balloons, elc In FY94, NSI would establish a
new baseline to catch up with requiremenls growth, use new PSCN circuits during NSFNET
transilion & stabilization Io NREN. conlinue Io build EOSDIS Nelwork. accommodate emerging
local site elhernets with high bandw=dlh workslalions, and address proliferaling OSSA
requirements for NREN usage.

Program relains its inlerdisciplinary perspective and leverage. Economies ol scale
and nelworking elliciencies are maximized across disciplines and priorities are established at an
interdisciplinary level with supporl Irom Ihe ISMB.

Result." Economies ol scale and elfioency are mainlained as inlerdisciplinary perspective is
ensured.

2, NSI directly negotiates supplemenlal lunds from each Division. Iniliate a division tax scheme in
FY93/94 lime Irame.

J_KL_ Program serves individual discipline interests as opposed to a unified OSSA
program. Many caplalns leading ship. loss of inlerdisciplinary efficiencies and control.

Economies of scale and eflicienoes coml_'omised. Interdisciplinary perspective is not
ensured. Program may become Iragmenled as disopline inlerests are not moderated.

I NSI Recommends Management Option Number I J

NASA |e_m'e Mm _ CMFalselli 24
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Outline

I. Background

II. Current Services and Architecture

IlL Future Directions

N__mwe_ot_ CMFabelli 25

Vision

A single Integrated network, under OSSA control, tailored to
NASA science needs

Transparent ubiquitous access to science data archives,
computational resources, and colleagues worldwide

Total spectrum of network services: guaranteed bandwidth,
priority routing, selective routing, protocol transparency,
multi-media, etc.

Common use of distributed network applications & services:
online directories (white & yellow pages), robust electronic
mail, distributed databases, etc.

Full interconnection with national network infrastructures,
especially the NREN

Fully controlled access to NASA resources

CMFllllelli 26
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National Research & Education Network: Plan

The NREN will be a computer communications network that
interconnects:

• educational institutions

• national laboratories, non-profit research institutions,
and government facilities

• commercial organizations engaged irl
government-supported research or collaborating in such
research

• unique national scientific and scholarly resources such
as supercomputer centers, major experimental facilities,
databases, and libraries

The NREN will provide high speed communications access to
over 1300 institutions across the United States within 5 years.

I ii

CMFabetli 27

NREN Stages

Stage 1 - upgrades existing agency trunks to 1.5 Mbps

Stage 2 - combines multiple agency trunks into a
shared 45 Mbps trunk system

Stage 3 - research & development phase to result in a
shared national network with multJ-gigabit-per-
second trunks; technologies yet to be developed.

NASA ISdonoe Jn_ww_ _.f OIfl_ CMFallellJ 28
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NREN Phases

Stage 3
Gbps

Stage 2
45 Mbps

Stage 1
1.5 Mbps

89 90 91 92 93 94 95

CMFalselti 29
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Planning Office Status Report
NSIUWG Meeting Greenbelt, MD

March 31, 1992

John H. Martin

NASA Science Internet Office
Information and Communications Systems Division

AMES RESEARCH CENTER
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Overview

I, Or oanization

II. Services Provided

III. OSSA Requirements Profile

III. Highlights and Future Growth

u _m ID_/e¢t John H, Ma_ln 2

Planning Office Organization

I NSI Planning Office IJohn Martin, Manager

I Requirements Management _1 [ Work Control Group _1
JohnMarUn (Acting) Group Leader I
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Requirements Management Group

Provide "Customer Service" to OSSA Scientific User Community

Define, Document, and Report all OSSA Communication Requirements

Manage Requirements Throughout Entire Process

Draft and Facilitate MOUs with Disciplines

Plan Future Networking Requirements with Disciplines

Involved with Planning and Development of OSSA Integrated Scientific
Resources/Systems

Provide OSSA Conference Support and Outreach Activities

Work Control Group

Track OSSA Requirements and Manage Requirements Information

Provide Requirements Reporting Information Tools (charts, graphs,
reports) to Increase NSI Responsiveness to OSSA Community

Provide Tracking and QA of NSI Internal Requirements Processing

Management of NSI Database Systems

Provide NSI Circuit and Reporting Information to Communications Carriers

Overall Tracking of NSI Processes and Procedures (i.e., validations, NSR,
RFS, USR, outreach documentation)
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JOHN H. MARTIN, MANAGER
PLANNING OFFICE
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Overview

I. Organization

II, Services ProvidQd

III. OSSA Requirements Profile

III. Highlights and Future Growth

56



Planning Office Services

_ .Long Range

Requirements Projection _%_

Intradisciplne
Requirements Prioritization

[ Requirements Management

Re Project
quirements Statuses

Manage Requirements
Throughout Process

Requirements Impact
Analysis�Planning

Communications
Requirements Reviews

Discipline Level MOU
Development

Resource and Systems
Planning

Discipline Level Overview of
Req's set with HQ Validator

Work with Customer to
Meet Scientific Goals

Continual User/PI Customer
Contact and Feedback

Conference Support�Outreach

Requirements Processing "Coordinating and
assuring requirements
are met"

NASA SCIENCE INTERNET

REOUIREMENT IDENTIFIED

AND PRIORITIZED

ALL OSSA

RESEARCHERS

FLIGHT PROJECTS

CAMPAIGNS

COLLABORI

AVERAGE IMPLEMENTATION

(12-1e MONTHS)

HO PROGRAM
VALIDATION

J OSSA 1
PROGRAM

MANAGEMENT

IF COST, THEN
HOFUND

CERTIFICATION
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MOU Development Process

( _ l Undersldmd and PmllcipMe in Discipline
I CommunlcMions Planning Process

i and Requirements Development

Standing - At
Discipline Level

Identify end Conceptualize __
CommunlcetlonB Architecture _-_

Draft and Sign OSSA
Discipline MOU

Project Review Cycle I DraftProjectSpecificRequirements Reference Documents

Overview

I. Organization

II. Services Provided

III. O_'$A Requirements Profile

III. Highlights and Future Growth
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OSSA Current Requirements

600.

500"

400-

300"

200'

I00.

(I-

d

S SB SE EOS St Srl SN SS SZ

NSI OSSA Requirements Complement

Code S Office of Space Science & Applications 148

Code SB Life Sciences Division 21

Code SE Earth Science & Applications Division 886

Code SL Solar System Exploration Division 260

Code SM Flight Systems Division

Code SN Micrograviiy Science & Applications Division

Code SP Administration and Resource Mgmt Division

Code SS Space Physics Division 158

Code SZ Astrophysics Division 82
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OSSA Projected New Requirements

T
6O0

50O

400

200

_00

0

FY 92 FY 93 FY (_4 FY g5 FY 96 FY 97 FY 98

Overview

I. Organization

II. Services Provided

III. OSSA Requirements Profile

III, Hl ahliohts and Future Growth
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Planning Office Highlights/Improvements

Increased Requirements Management Staff to Offer Better Level of Service

Begun Movement Towards "Discipline Level" MOUs

Integrated Work Control Group within NSI Planning Office

Further Refined Conference Support PoUcy and Requirement
Documentation/Tracking

Improved Validation Time Through Requirements Managers and WCO

Greater Emphasis on Planning Effort (Projecting, Scoping, etc.)

Increased Capacity to Process and Manage Requirements

Planning Office FY 92 Activities

Refine and Update NSR Process Through NSR Workshop.
Look to Include Cost Weighting andNIC Requirements

Look to Increase User Services/NIC Requirements Definition/Tracking
Effort te Incorporate into Existing OSSA NSR Process

Increase Requirements Manager's Outreach to Scientific Community

Redesign MOU Process to Develop Discipline Level MQUs

Step-up Planning Efforts with HQ Disciplines - Schedule Requirements

Continue Outreach and Conference Support Effort

Increase User Feedback and Quality Service Mechnlsms/Measurements

Hold Communications Requirements Reviews Annually

Standardize Requirements Reporting Format

61



Planning Office Schedule

N,U;A_ Jn_nef_
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NASA Science Internet

Engineering
Status Report

March 31, 1992

NSIUWG

Jeffrey G. Burgan
NASA Science Internet Office

NASA Ames Research Center
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Engineering Highlights

• Bacbone circuits upgraded to T1
ARC, GSFC, JPL, LaRC, MSFC

JSC- JPL (448Kb)
NASA HQ (448Kb)

• OSI (CLNP and IS-IS) capabilities deployed

• DECnet Phase IV routing enabled on the backbone
ARC, GSFC, JPL, JSC, MSFC

• Phase 1 of DECnet circuit upgrades to 56K completed

Engineering Highlights (cont.)

• Arizona DECnet consolidation completed

via T1 to University of Arizona

• Colorado DECnet consolidation currently being implemented

via T1 to NCAR, Boulder, CO

• DECnet routing implemented between NSI and ESnet
at both FIX interconnects

• Upgraded circuit to Univ of Alaska, Geophysical Institute
PSCN provided T1 to be shared with EOS V0 network

• NSFnet access being upgraded to T3
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International Access

• NASNESA Connectivity

NSI connectivity to ESAnet via NASNPSCN links
ESOC (256Kb)

ESTEC (576Kb)

Currently supports IP routing
DECnet IV routing being implemented
PSCN upgrading links in June

• United Kingdom

Univ of London (128Kb)

Oxford University (128Kb)

Rutherford Appleton Lab (64K)

International Access (cont.)

• PACCOM (Pacific Rim)

Univ of Hawaii (1.5Mb)
Australia - AARnet (512Kb)
New Zealand (64Kb)
Hong Kong (64Kb)

Japan (multiple circuits)

• Chile - Cerro Tololo Inter-American Observatory (56Kb)

• Greenland - Sondrestrom Radar Facility (56Kb)

• Antarctica - McMurdo Station (56K)
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Network Operations

• Network Operations Center (NOC) located at ARC

• 24 hour / 7 day availability

• Toll free international access

• Network management of routers using SNMP (Overview)

• Monitoring of DECnet circuits using NICE (custom program)

• Evaluating DEC MSU to provide integrated IP and DECnet

management capability

Network Configuration

• 112 sites connected

71 using multi-protocol routers

(54 routing DECnet Phase IV)
29 using DEC's DDCMP
12 utilizing DECnet encapsulation

• 2 interconnections with other Federal Agency Network's

(NSFnet, ESnet, TWBnet, MILnet)
FIX-East (SURAnet, College Park, MD)

FiX-West (NASA Ames)

• Traffic increased 250% during past 12 months
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J. Patrick Gary
Science Network Office

Code 930.6
Goddard Space Flight Center

March 31, 1992

Presentation to the
NASA Science Internet User Working Group (NSIUWG) Conference

_" [NASA Science Internet User Support Office ]

Obiective

• Meet user needs for NSI information and applications
services through the establishment and coordination of
an effective set of Network Information Center (NIC) and
network applications development efforts.

Key Functional Activities

• NIC Requirements Definition and Analysis

• Network User Help Desk

• Publications/Documentation

• On-Line Services
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_'_ [ NASA Science Internet User Support OfficeNIC Requirements Definition and Analysis i

flhjggttxg

• Collect and document NIC requirements in User Services Request (USR) form
Information services, e.g., Yellow Page NSl Resource Guide
Application service_ e.g., IP-OSI Interoperabillty Gateway

• Identify existing or emerging products and opplkable R&D efforts
• Identify remaining resources needed to meet users' requirements

Recent Accomnlishments

• Drafted separate Information Service Request and Applications Service
Request forms to facilitate:

Work planning
Progress/status reporting
Product documentation

• Reviewed Justification and prioritlzation factors with NSrs Deputy PM, e.g.,
Extent of user demand
Who and which sites will use this service and how often
Availability of t his servke in other NICs
Maturity of the technology/products related to this service

f NASA Science Internet User Support Office ] _'_Network User Help Desk

• Maintain 8 hr/day x $ days/week NIC help desk with >90% live phone response
• Respond to user requests

-- General network Infocmallm -- Ref_rals (e.g., to NSI NOC, ether NICs)
-- Netwerk met problemdlalgnmls -- User nodecemflguration/optlmization

Recent Accomnlishments

• On-going Help Desk operations routinely handling approximately 20 Emall
requests and 10 phone requests per week; over 90% responses to Email by
close of business next day

• Assembling reference files covering a wide variety of topics (e.g., internetwork
mall. online resources, the NSI-DECnet node database, the NPSS, etc.) for use
in day-to-day operations

• Planned Help Desk improvements in NSI NIC-NOC coordination, cooperation
and Information exchange

• Initiated contact with NiC-related personnel at MSFC NPSS, Merit, NSFnet
Network Servke Center, SURAnet, THEnet, and other Help Desks as part of
inter-NIC liaison activities

• Co-chairing IETF User Documentation Working

_onl of internetworklng bibliography Group with near-term
Improving
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NASA Science Internet User Support OfficePublications/Documentation

• Coordinate the development and distribution of quality documentation

Recent Accomnlishmel_t_

• Prepared several new mini-guides designed to usslst network users in better
understanding various network commands and in accessing numerous
on-line services

How to Aeeem the NSI Online Network Aide (NONA)
The NSI-DIgCNgT Node Dx_ Ihum

Ulinll the IgASTIntoroporabillty Gateway
BmJdcTCP/IIP(Internet) Commandwfor DECnel/VMS Uaera
Using the FlleTransfer Protoed(lrgp)

-- "Ruk of Thumb" for D_t_'mlnlng the Source of ElectronicMall
The MacSecure Anti-Virtu Tool Kit for Macintmh Computers

• Planned contents for a NSI New User Packet, e.g.,
-- What Is NSI -- What b the NSI NIC, NOC, NSIUWG, ...

Varkxm mlnl-lguldu _ Glc_mry of hedc networkingterms
N Internetworkln8 biblloliraphy -- NS] RemurceGuide

NASA Science Internet User Support Office
On-Line Services [

• Provide NSI users with easy on-line access to networking information and utilities

Recent Accomnlishment¢

• Installed and configured NSINIC VAX 3400 running VMS and NSISRV
DECstation 5000/200 running ULTRIX as NSl-dedicated computers for
hosting on-line USO services

• Enhanced the NSI On-line Network Aide (NONA) system since its V1.0 release

Completed various menus/informational files previously under construction
Added "Hot News" feature to top menu
Updated Electronk Mall Matrix information; also added a "knowbot" to

handle interactive user Inquiries In this subject area
Upgraded the on-line problem reporter and comments subsystem
Designing and testing Version 2 of NONA
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f
INASA Science Internet User Support Office[On-Line Services (continued)

l_ecent Accomnlishments (cont'd_

• Created the NSI File Cabinet and updated its Informational holdings

m Presently contains 39 directories, 1392 files
Major directories are IMAGE, MAC, NSINIC, RFC, and SOFI'WARE

• Created NSI_DB as a replacement for the old SPAN_NIC Yellow Pages

• Continued approximately bi-monthly updates to the NSI-DECnet node data base

• Providing USENET News feed for several NSl-connected sites

• Created NSI Electronic Postal Facllity/POBOX capability

Maintains various mailing lists to send announcements and bulletins

Presently supporting the following groups: ...... ss"
• International Fmrum on the Scientific Ulers d Space S_anon (tr_u )

• AAS 1111111Energy Astrophyaka Division (HEAD) .....
Applied Information Sylteml lte_arch Prellram tAke--r)

• Developed IKI-NASA Gateway system (now planned to be shut off)

f
I NASA Science lnternet User Support Office iUser Outreach

• Present NSI capabilities and demonstrate network Information and
application services through active participation in user conferences,
symposia, and Working Groups

Recent Accomnlishments

• Provided significant planning for the annual NSI User Working Group
Conferences

m Edited Proceedings of the Second Annual NSIUWG Conference,
February 11-14, 1991

Coordinated numerous arrangements for Third Annual NSIUWG
Conference, March 30 - April 3, 1992
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NASA Science Internet User Support Office iUser Outreach (continued)

Recent Accomnlishments (cont'd)

• Assisted in stamng the NSI booths at key scientific conferences, e.g.,

December 7-11 AGU conference in San Francisco, CA
-- January 12-16 AAS conference in Atlanta, GA
-- March 16-20 LPSC conference in Houston, TX

• Presented NSI User Support Servkes at various project working group
meetings, e.g.

March 10-12 EOSDIS DAAC User Services Work Group Workshop
in Sions Fails, SD

• Provided network usage consultation and tutorials on NONA, the NSI File
Cabinet, and several other on-line systems to over 800 NSI users

• EstabUshing process of contacting user representatives at newly-connected
NSI sites

[NASA Science Internet User Support Office ]

New User Reouirements and Recommended Chanees --

We're Receptive!

• At This Conference:

Discussion during Plenaries
Discussion during User Services Subgroup
Dlscnsslon during User Servkes Tutorial
Discussion at NSI NIC Exhibit Booth
Other...

• Anytime:

Call and/or Emall and/or FAX Help Desk
Leave message in NONA comments/suggestion box
Other...
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WHO YOU GONNA CALL? i

NSI Network Information Center

Code 930.6

Goddard Space Flight Center
Greenbelt, MD 20771

301-286-7251
(FAX) 301.286-5152

nsihelp@nic.nsi.nasa.gov
nsinic::nsihelp
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NSI SECURITY

Update

RON TENCATI

NSI SECURITY MANAGER

March 31, 1992
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NSI SECURITY UPDATE

HACKERS ON NSh

HOW THEY GET IN:

• DIAL IN VIA ROLM LINES

• NPSS (X.25)

• TCP/1P OR DECNET NETWORK (NSI)

TYPICAL HACKER ACTIVITY:

oTRY TO GUESS PASSWORDS

• EXPLOIT GUEST ACCOUNTS THAT ALLOW OUT OUTBOUND ACCESS

• SEARCH FOR WORLD-READABLE SYSTEM FILES.

• USE NSI/OSSA SYSTEMS AS STAGING AREAS FOR FURTHER ATTACKS.

NSI SECURITY UPDATE

CURRENT VULNERABILITIES BEING EXPLOITED

• TFTP (Used il a node is a bool server)

Allows files to be read/copied w/out specifying a userid/password

letc/pesswd

• GAINING ROOT A_3CESS VIA EXPLOITING BUGS, INSTALLING TROJAN HORSE
BINARIES

• TRIVIAL PASSWORDS

• DEFAULT ACCOUNTS AND "r" COMMANDS
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NSI SECURITY UPDATE

IMPROVING OVERALL SECURITY

• USE PASS-PHRASES

• REQUIRE PASSWORDS ON ALL ACCOUNTS

• ONE ACCOUNT PER USERNAME

• GENERATE AUDIT TRAIL (ACCOUNTING) DATA- REVIEW DAILY

• INSTALL PATCHES AS THEY BECOME AVAILABLE

• RUN SECURITY "TOOLKIT" SOFTWARE

UNIX: "COPS" VMS: "SPAN TOOLKIT"

• REPORT INCIDENTS WHEN THEY HAPPEN

•Conl_totheTutor_ on r_ursdayl

NSI SECURITY UPDATE

INCIDENT HANDLING

• DONOT REPORT NASA INCIDENTS TO THE "CERT"

• USERS SHOULD REPORT ANY ANOMALY TO THEIR SYSTEM ADMINISTRATOR

• SYSTEM ADMINISTRATORS SHOULD REPORT ANY SECURITY INCIDENT TO THEIR
DPI-CSO

• IF INCIDENT INVOLVES AN EXTERNAL SITE, REPORT IT ALSO TO NSI-SECURITY

OFFICE, SECURITY@NSINIC.GSFC.NASA.GOV

• NSI SECURITY OFFICE ISSUES SECURITY BULLETINS TO NSI COMMUNITY VIA
ROUTING CENTER MANAGERS AND NASA AIS CONTACTS
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NSl SECURITY UPDATE

SECURITY ALERT DISTRIBUTION

• NSI ROUTING CENTERS

• ARC (Wilmin VII Camp, Milo Medin)
- GSI=C (Diwe Stem,Jerome Bennett,Rick

Dunbar)
- JSC (DII Anderson)

- JPL (Sandy George. Joe W_¢_. wek)
- MSFC (Sam Pizziio. Unda porteq
- ESOC (Paul Hughes)

KSC (Mark Juhr, Mark Mason)

• OTHER NASA CONTACTS

- SSC (Pilukl LeBIIIc)
- LeRC (Sieve Pmht)
- LARC (Steve Deny)
- HQ (Janet Keys, Russ Davis)
-JTD (Rick_

• OTHER NETWORK/SECURITY CONTACTS

- ESnet/DECnet (HEPnet) - SPAN France
- INFN (Italy) . European SPAN
- ISAS/NASDA (Japan) - SOSC
- DAN (Canada) - DOE/ClAC
- RIKEN (Japan) - ESTEC

- OARPNCERT
- FIRST (Int'l CERT Group)
. NSI.NOTIFYeNSIPO

NSI Acceptable Use Policy

NSi IlUppoftoallNASAscienceflightmissions,disciplineresearchprograms,andcotaborlllJngsclenlislsal NASA
Centom_ eleewhere.

N$1 imniNto be uled Io¢pdvstogroinor pmlIL

SEW,JE_

1)thie of NSI mustbe Inluuq_pmlofolilolMNASAPingranm;railusorrequeststor NSIc°nnecc_y mustN _
uxl mmeew bycog_zmmOSSAotu_no c_as.

2) Use of NSI to Iluppollcoordln_onend administrativeoxeoutionof OSSA researchOnu#sIs pemduit_;

3) Use iNNSI to _ NASArmeil:h, ridlllodIraining.and ilimodaled technicalliclivitles st non-pmlllinsCluiloril
ol lueiich lind educationII mceqit/_.

4) Use iN NSI kit ¢ommemkllor Iniile(:lui gin byIm.proltloroidzlltlons ts notalxmpildde,urlkissthose
olglldzmtxl lirauling NSIto lilihly epedic NASAconlrliclof Irlinl requimmentl.

5) Use iN N81torreeellmhor nducllllon st Ior.pmUltnlllilullonlwillbe reviewedon li (lu-by-mille blisisto llllunl
coneistoncywithOSSAprognmm;lack iNprogramapprovalwillresuRinciisconneclion.

6) Use of NSI to gliN mlllulltodzeduseof mlmurcesaHachedto NSI will resultin disconnocgonand legai
__ NSl wigmakeeveryJe_ Iol_emeM W_ to _I_sM _ uI_z_ use of
NASAmmpullm, diNabasel,ind otheridlached lederal msoofces.

7) Use of NSI Iof Ibe ielroduclioniN worms,vtmses,trojans,or iNhorsollwam whichmiIciousiyInledoreswtih
no_iI NSl _ Is ,nmdul.
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NSI Acceptable Use Policy

KEY POINTS:

• NSI _ "The Intemet"

• NSI Resources are for OSSA Support Only

• OSSA/NSI Users enjoy full network access

• Unauthorized use of NSI is unlawful

• Violators will be prosecuted

NSI SECURITY UPDATE

CONTINUING INITIATIVES

O REVISED POLICIES

O TOOLKITS (VMS & UNIX IN FY92)

o IMPROVED INCIDENT RESPONSE MECHANISM

o EDUCATION
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NSI Acceptable Use Policy

NSl _ Ill NASA m:klece fllgN missions, dlsdpllne research programs, and coad)omllng Identi_ lit NASA
Cenlem and aisewhore.

NSI b _ to be u_d for pdvato gain or ixolil.

I) Use of N81 mull be In suplPolt o! ofldai NASA programs; all user requests lot NSI connecllvily must be vaildlded
lind Iiupl_ed by cognlzs¢40SSA Dtscipl6neCl'defs.

2) Use o! NSI to suppoll cooedlnalionlind adminislratlve execution of OSSA research grants Is permlsaible;

3) Use ol NSI to suI)pml NASA rseeiut:h, related Iratnlng. lind associated lechnlcal aclivllios al non-proM Institution8
of rseeluch and educallon is accepilibie.

4) Use of NSI fix commerdd or Inlellecluai gain by for-wolil organlzallorm is not acceptable, unless those
oroimlzJons elm using NSI to Slilisly specific NASA conlracl or grant requlremlinls.

5) Use o! NSI Ior research or edu_lion lit Ior-p_ofil inslllulions will be reviewed on a case-by-case basis Io ensure
consistency with OSSA progtlirns; lack of program approval will resull In disconnection.

6) Use of NSI to gain unliulhodzed use ol resou(cas allached Io NSI will resull in dlsconnoclion and legal
pmsecuIIon. NSI wl make every sllempl Io implemenl precaulions Io slilnguliRI agsinsl unaulhodzed use ol
NASA com_lem, dalabases, lind olher allached lederal resources.

7) Use of NSI Ior the tnlredudion ol worms, viruses. Irojans, or olher sollwars which maliciously inlederes with
normal NSI operaltons Is unlawlul.
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Upper Atmosphere Rtsearch Project (UARS)

PrOject Update

NSIUWG

April I. 1992

Daniel 5. OeVlto
Code 430

UARS COIIF Manager

Agenda

UPPER

• Background

- UARS

- Ground System

- NSI Support

• Lessons Learned

- Performance

- Engineering Support

- OporaUons Support

- Management
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Background: UARS

UPPER
]_j_ATItO$ PHEIIE m

• The UARS, deployed by DiSCovery on September 14, 1991, Is the first of
a series of observatories to be launched as part or the "Mission to

Planet Earth" program.

• UARS carries nine complementary experiments performing three types
of measurements aS followS:

Composition I CLAIES:
& HALOE:

Temperature ISAMS:
MLS:

Cryogenic Limb Array [talon Spectrometer

Halogen Occultation Experiment
Improved Stratospheric And Mesospherlc Sounder
Microwave Limb Sounder

Winds [ 111101: High Resolution Doppler ImagerWINDII: Wind Imaging Interferometer

I PEM: Particle Environment Monitor
Energy Input SOLSTICE: Solar/Stellar Irracllance Comparison Experiment

C SUSIM: Solar Ultraviolet Spectral Irradlance Monitor

uppt.l!
_'

Background: UARS (cont.)

• The UAflS Science Team consists of 20 Principal Investigators at various
International locations:

Principal Investigator

A E. Roache

J_l. Russel I

Instrument

Invest Igators

Theoretical &

Collaborat lye

Invest Igators

F.W. Taylor
J.W. Waters

P.O. Hayes
G.G. Shepherd
J.D. Wlnningham
G.J. Rottman

G.[. Brueckner

DJ1. Cunnold
M. Geller

J. GIIle
W.L. Grose

J.R. Holton
J. London

&J. Illller

C.A. Reber (ProJ So;I)
A. O'Nell I
D. Wubbles

R.W. Zureck

L ocat Ion Instrument

LPAIZL; Palo Alto, Ca CLAE5

LalZC; Ilampton, Va HALOE

Oxford Univ.; Oxford, England IS.4J'IS
JPL; Pasadena, Ca MLS
Univ. Of Michigan; Ann Arbor, MI HIRDI
York Univ.; Toronto. Canada WINDII

SwRI; San AnLonlo, Tx PEM
Univ. of Colorado; Boulder, Co SOLSTICE

HRL; Washington D.C. SUSIM

Georgia Tech; Atlanta, Ga
SUNY; Stony Brook, NY
NCAR; Boulder, Co

LaRC; Hampton, Va

Univ. or Washington; Seattle, Wa
Univ. of Colorado; Boulder, Co

NOAA; Camp Springs, Md

GSFC; Greenbelt, Md

UI<]10, Bracknell, England

LLNL; Livermore, Ca
JPL; Pasadena, Ca

J
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Background: Ground System

• Instrument Investigator Teams provide daily science and acUvlLy plans to the

Command Management System (Ci'15) based on planning aids.

• The CMS provides command loads to the Payload OperaUens Control Center (POCC)

which are subsequently upllnked Lo the observatory via the TDRS$.

• Telemetry and Tracking data are downllnked to the Data Capture Facility (OCF) and
Flight Oynamlcs Facility (FOF) via the TDRSS.

• The OCF archives the telemetry data, reverses The data to time-Increasing order,
removes redundant data, and decummutates and formats the data for transmission

to CDtIF.

• The CDtlF provides non-critical mission support and data management functions:

- Ingest UARS Level O data and correlative data

- Process Level 0 data using PI-provlded software

- Store UARS data products and correlative data

- Provide access to UARS data products and correlative data to UARS science

cummunlty via network communications (managed by NSI).

• J

Background: UARS (cont.)

• UARS mission lifetime

Original Plan
Current Plan

Flight Operations

1.5 years
5 years

Ground Data Processing Support

2_5 years

617 years
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Te I eme try
and

ommands

Science

Team

Mission

Planning
Group

I Command I

>iManagement_

I System /

b

TDRSS _ Project _ Command Loads
I I Operations I

Telemetry _!Control Center I POCC Displays

Data

Capture

Facility

Tracking

f

I Flight
Dynamics

Facility

Definitive I

Orbit
Processed

Data

Remote

Analysis
Computers

Dally
Science

and

Activity
Plans

Planning Aids

Data Processing
Software

Level O

Data

i!/

Products

_ Database Management,

Scheduling, and Accounting

Correlative

°'" I--_ o.,. I1--,_. | _, M
I _ Processlrm_ Initiated

Computing M

Comm.

Control

84



UPP|R
ATFIOSPHERE __

n" $_ L iT"_"_-'% _

Background: Ground System (cont.)

• UAR5 data available from the (DHF are:

-Level O: pro-processed telemetry

- Level I: output of sensors (e.g. radiances)

- Level 2: geophysical data (e.g. ozone mixing ratio at footprint of sensor)

- Level 3k geophysical data transfomed to a common format and
interpolated to equal time and latitude steps (appcoxlmately one-minute
centers)

- Level _B: latitude/longitude maps on a daily basis at one-half height
intervals

• Correlative data. supplied by Correlative Measurement Investigators (l_ls) via

Pis. are available from the CDHF.

Background: N51 Support

• Engineer. reliable. DECnet connectivity between the CDHF and RACs

• Analyze external network reconfigurations and Technology advancements for impact
to the "UARSneL" (e.g DECneL Phase V)

• Provide a minimum bandwidth equivalent to a 56 kbps dedicated circutt between the
CDHF and each J_C

• Provide around the clock monitoring or all communication links

• Perform trend analysis on network links to monitor shared line utilization and track

reliability, maintainability, and availability (rtrlA) of the "UARSneL"

• Report all line outages Impacting the "uNr_Snet" and associated resoluUons to CDItF
operations and Project personnel

• Provide uftlllzetlon stetlstlcs for each "UARSnet" link

• Present 1451 status at the UARS Data Systems Working Group Meetings (DSW6s) and

Systems Managers IleelLlngs (Stlls)
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Lessons Learned: Performance

UPPER
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• Losses and subsequent acquisitions or communication links impacting COHFIRAC
connectivity are reported by the N51 Network Operations Center (NO(:) to UAR5 operations

and Project personnel via e-mall. Each loss and gain of a link to a R,q_ is termed an
"event'.

• Events are categorized by cause as rollows:

-Line: matages caused by failure or planned maintenance outside the control or the
RAC site

- RN:: outage caused by failure or planned maintenance or RA_ site

-Unknown: outage reported by the NSl NOC but without sufficient Information to
determine cause

• E-mail messages from the N51 NO(: were saved by the UNt5 Project for a period or 17
mouths (10190-2/92) to use as a basis for trend analysis or the UARSnet performance.
I)urlng the 17 months:

-Over 1500 mall messages were sent to U_R5 by the NSl NO( concerning events

- 731 events were recorded

- Over 14S or all events ware not completely reported by the NSl NO( and therefore

are not used In the following performance statistics

J

Lessons Learned; Perrormance

U_d_5net Event Statistics

UPPER
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Number of Events
Location Circuit type

Line Unknown RAC total

NCAR

NOAA

LPARL
SUNY

6a. Tech

LaRC

LPARL
JPL

Oxford

5wRI

U of Mlch

NRL
U of V/ash.

U of Cole

York U

CNES

6oulder. Ce

Camp Springs. Md

Pale Alto. Ca
5teny Brock. NY

Atlanta. Ga

Hampton. Va

Pale Alto. Ca
Pasadena. Ca

Oxford. England

San Antonio. Tx

Arbor. MI

Washington D.C.
Seattle, Wa

Boulder. Co

Toronto. Canada

Toulouse. France

T I (Shared)

56 kbps (Dedicated)

t I (Shored)
t I (Shared)

t I (Shared)

56 kl)ps (Dedicated)

56 kbps (Dedicated)

720 KI)ps (Shared)

35 kbps (Dedicated)
56 kbps (QIdlcated)
t i (Shared)

t I (Shored)

t I (Shored)

T I (Shared)

56 kl)ps (Dedicated)

56 kbps (Dedicated)

total

Average

22

2

O
27

12

19

22
I]

6

39

14
24

6

12

5

15

14 24 60

2 3 7

5 14 27

17 17 61
6 15 33

5 13 37

I 9 ]2
18 15 46

5 9 20

3 IO 60

15 21 50

18 21 63

5 14 25
6 13 31

13 7 25

31 15 52

247 164

39 26

228 639
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Lessons Learned: Performance

UARSnet MTBF/TtTTR Statistics
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Node lame

ACOURS

AIBROU

CLAES

6ELUA I
GTUAR5

HALOE

LPARS

IILSRAC

OXROU I

PEM

SPRLJ

SUSIM

UWASH
VIRGO

WINDIC

WINOIF

Locution Circuit Type
MTBF (Days)

Line Total u

Boulder, Co

campsprhqls,m
Pale Alto, Co

Stony BrNk, NY
Atlanta, 6a

Ilamptmm, VI

Pale Alto, Ca

Pasadena. Ca

Oxford, England
San Antonio. Tx

Ann A_mr. Itl

Washington D.C.
Seattle. _a
Boulder, Co

Toronto, Canada

Tonlcmse, France

T I (Shared)

56 kbps (Dedicated)
11 (Sleeted)

T 1 (Shared)
T I (Shared)

56 kbps (Dedicated)

56 kbps (Dedicated)
728 Kbps (Shared)

56 kbps (Dedicated)

56 kbps (Q_dtcated)
1 I (Shared)

T I (Shared)

T I (Shored)

11 (Shared)

55 kbps (Dedicated)

56 kbll)S (Dedicated)

Average

24.8

181.1

`13.$

9.2
41.1

10.2

21..1

4`1.9

35.9

12.0

29.0

18.9

54.`1
35.2

96.4

2`1.`1

42.4

3.4

24.5

`1.6
1.8

6.3

4.8

5.7

4.5

9.1

2.9

4.`1

`1.`1

8.5
6.7

6.7

2.5

6.2

MTTR (Hours)

Line Total'

5.7 7.`1

10.7 I 1.0

5.2 8.9

`1.2 3.7

4.4 5+5

7.4 9.0

4.`1 6.`1

12.2 15.0

2`1.3 9.8

12.5 15.1
`1.2 4.8

8.0 8.8

5.5 7.6

1.4 5.1
2.8 6.6

8.4 1`1.8

7.4 8.6

UPPER

LeSSons Learned: Performance .ITE /I
CDHF-PB1 (San Antonio, Texas) II

D-""c II

0 N D d

199o
_ kkps i Lllk

i
M A M J J A $ 0 N 0 J F

1991 1992
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Lessons Learned: PerformanCe
(DItF-WINDIF (Toulouse. France)
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Lessons Learned: Performance

Average of All CDHF-RAC Lines
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]- RA£

- Unknown

,- Line

i

A $ O N 0 J I H A M J J A S

1990 1991

O "N D J

1992

Leg_ons Learned: Performance

UPPER

_
. - .._X,l_LLiT-_.._...--_

• rlTTR alvl tlTBF appear to be closely tied to RAC location (as opposed to the type or
service).

• The number of remote terminal sessions from the RACs to the CDItF was underestimated.

• Users tend to overestimate data tramsrer requirements (or underestimate the ability of
the RAC to receive and properly archive data).

• 5me users tend to expect near perfect reliability.

• Not all data prelkcts were available as soon as antlclpate(L
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Lessons Learned: Operations Support

u pPEI!^,.OSpl,L,,,:_

• The N51 NOC needs to standardize "event" mall messages for easier tracking and to

support trend analysis.

e Communication betweem the NSI NOC, CDHFIRAC Systems Managers, and Network

Affiliates (e.g PSCN. NSFnet) needs to Improve In order to achieve accurate _'oblem

tracking and timely resolution or connectivity problems.

• The frequency of partially reported "events" has steadily Improve£
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Lessons learned: Engineering Support

UPPER

-
" -'_X'I"Ii_LL IT-¥_

• N_IO imqllneerlng support has always been outstanding when (llrectly applied to • UARSnet
task.

•NSIO often has difficulty providing engineering support For the UARSnet In • timely
mil#ler.

• The UARS PreJKt has net seen trend analysis performed as originally advertised by NSIO.

(,_ UPP£R
__^TrtOSPliEll[ __

Lessons Learned: Management

• t_ uxns Project underestimated the elrert required to coordinate with NSIO on

networking issues.

• tha ,'_O undeflstlmated the effort required to design, Implement, and manage the
UARSnot.

• NSIO has become more realistic In advertising services and task cmpletlon dates.

• NSIO Ilanaegemont response to UAR5 Project coe_cerns was Inadequate.

a Project Coordinator by H$1 has greatly Improved NSIOIUAR5 Project
cesamunlcat Iou.

The qspelntment or
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Production requirements and funding
preclude the inclusion of Dr. Clarke's

original color reproductions of Galileo
images and maps.
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C. Network Information/User Services
Plenary
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I__nternet Information

Servers

NASA Science Internet

Users Working Group

Conference

30 March- 3 April 1992

Joyce K. Reynolds

Information Sciences Institute

University of Southern California

Marina del Rey, California

USA
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X.5OO/White Pages

Peter Yee/ARC
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X.500 Directory Services
in

NASA

Peter Yee
Ames Research Center

^proI._

itm_ ym. Learn,* m DmdJ_,,,mvG_up _ LIl_-I/

&Jn_lm
m_m

jj_em----

Directory Services in NASA

• What's an X.500?

• X.500 throughout the world

• X.500 in NASA

• Issues

• Status and Recommendations

_ yL _vu.t _,dm DMi, pe_ CmqP_Sc 2U-U
m
Jm

&mmmmm
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What's an X $007

• Servicedescril_ion

*" How it works

• Directory Service Standards Bodies

• Directory Service Standards

• Implementatiom

• Directory Service Pilots

Directory Service Standards Bodies

• CCITT/ISO are joint issuers of X.500.

• NISr - mandating use of X.500 in G(_IP Vernon 3.

• OIW - designing prof, les for real world use of the directory.

• NADF- working on making X.500 a commercial reality.

• IErF- targeting direct_es on the Internet and solving
operational issues.

J_w ra, _w,,* S,mm _ c,nq, M_s _la

ram....
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X.500 Service Description

_isa:

• Distributed database.

• Name service.

• White pages system.

• The solution to all of OSl's lm)blems_

_ V_./_w_.t Sfmgm D_dqma_ C_W A_k ZI_I Vm-- _m
m_

Directory Information Tree

• A (suggested) hierarchical scheme for data organization.
• Has levels for countries, organizations, people, etc.
• Scalable for global usage.
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How it works

• X.500 Model

• User's Perception

• Application of

._ Y_. t,IRm_1_'mm Dmwk,p,,_ Cw_ M/S: LlO.Sl
m
_m

Jmm,m_

X.500 Model

X.500 service is made of two parts:

• DUA (Directory User Agorot - a client)

• DSA (D/rectory System Agent - a server)

and it uses two protocols:

• DAP (DirectoryAccess ProtocoD

• DSP (D/rectory System Protocol)

x,w ya. _ swim cimk1,,,_ o_,p _,#s z_u._

4mmem.,---
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X.500 Model

DAP

D6A
DUA
DiP
DSP

Directory System Agent
Directory User Agent
Directory Accen _l_rMocol
Directory 5ystem vrolocos

_ _m.J41mlmm_kSm,.mmmm_ _l_pMnL_2.1u_-_

m
imfm

mmmm

User's Perception

• Consistent inte_ace to data from all sources.

s X.500 model not apparent to user.

• May be accessed througl_ directory browse_
or other applications wtdch incorporate DUAs.

m
in_m
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Applications of X.500

• X.,100Electronic Marl

• White Pages

• Resource LocaUons

• Naming Services

X.400 Electronic Mail (1988) Reliance on the
Directory

• Naming and Address/rig

• Dism'bution List Expansion

• Authentication and Secur/_

• Capability assessrnemt (i.e. supported recipient
options.)

• Routing and path optimization.

•".m' Ya. Ngm,4 Sm,m/_m.t,w..w O.m _ Z.U._ VR-"mWm._m....m--.
bmm, a..-.--
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Applications of X.500

White Pages

• A large telephone book

• Inexact matching

• Searching

j_w y_..,w_,k Smmn DmdJ_N Oqqw _ _Ua-l/

Applications of X.500

Resource Location and Naming Services

• Locate computers, peripherals, and services.

• Translatehuman unde_tandablenames into
machine idenl_iers (like the Internet DNS).

I

p,,w _.a.Jvmm_S,..,m, _ C.._, M/_U3-_
m
--.m

mm.._..
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Implementations

Comm_'cial:

• Retix, OSIWare, Urdsys, and even Novell

Non-Commercial:

• QUIPU, Custos, Pizarro

_m, lrm. Nam_ Smwm Dmnl_mku _ M/S- Z.13-X/

QUIPU

• Major directory research platform capable of running
on many UNIX systems.

• Basis for some commerdal products.

• Widely used and well-tested.

• Directory Service Agent fl2)SA)

• SupIxn_ 1988 Standards

• Low inilial cost

• Requires ISODE

VJ-- _m

157



Why QUIPU?

• Supports distributed directory information
arcl_tectum

• Includes replicalion and access controls.

• Integrates with PP XAO0 electronic mail for
distribution list expansion.

• Provides an important service with no current

competition.

• The price is right!

i

_ rm. _ f,rmm Dm_mm_ CA_ M_ _1.1-l/ VJ-- llwm

_m

QUIPU

Future of QUIPU:

• ISODE Con.u3rtium

- Non-profit organization to foster the growth
of the ISODE.

- Responsible for future development.

- NASA is a _ member.

j_w ya. jq_t s_ _ Gm,,FM_ Ua-I/ wm

ma,.,._
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Directory service Standards

• CCITT/LSO X.500 - X.521 seriesof recommezclations

* NIST - C,OSIP Version 3

• OIW - OIW Profdes

• NADF - NADF 175, etc.

• IETF - numexous RPCs

Palm Ym. Nm'_Hk ¢,.. _ n _ •' r r_mlW M/_ 2.1B-1/ mrl
am.,m _,,.,--

Directory Service Pilots

• FOX

• PSI WPP

• PARADISE

• NISr/GSA

• lntenlet Pilot

• NASA Pilot

/_. Ym./Wmmlt" ___ n , "C,m,l_ LD-U VI"
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Fielding Operational X.500 (FOX)

• Jointlyfundedby DARPA, NSF, DOE and NASA.

• Testing interoperabiUty of QUIPU and NIST's
Custosimplemmtation of X.500.

• Merit developed ol_.ct identifiers to store the
Intemet network infrastructure in/ormation in
X.500.

• SRI developed an X_SO0version of the WHOIS
database.

PSI has created an index into the RFC/FYI document
series and applications to locate and retrieve RF_
with X.500.

vm --

Performance Systems International (PSI)
White Pages Pilot (WPP)

• Manages the US Directory In/ormation Tree o_ the
X.500 world pilot.

* 73 organizations

• Uses the QUIPU implementation of X.500.

• 300,000 entries

_ ym, ._Inwt Srim Da_Im_ _IF _ ZI3"_

m
_m
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Pllotlng A Researcher's Directory Service In
Europe (PARADISE)

• Actuallymanages theglobaldirectorypilot.

• 23couneries

• 420organizations

• 500,000entries

• Uses theQUIPU implem_tation ofX.5(X).

_f _'e. l_'mwt sfm_ Cbudq,mm Owp M_t. Z.t3. _ _m
_mmm

NIST/GSA

s Currently serves NIST, GSA, and NSF.

• Uses Custos, NIST's implementation of X.500.

_m
mmmm
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Intemet Pilot

Encompasses the PSI WPP and Paradise,
plus _veral other countrie_

A major source of directory research and experience.

Testbed for Internet RFCs and experimentation.

i

l_m. ym. Nampt f,wmm _ Cm_ M/S: a-it-18 VJ'-- aem

ma_.,-

NASA Pilot

• Servm running at ARC, GSFC, JPL, LeRC, and MSFC.

• Proxy service provided for DFRF, JSC, KSC, and [,aRC.

• Hope to have HQ join the pilot and move proxy
serve, to respective center's.

• Approximately 50,000 entries available.

Itaw Ye, NmmptSwmm _ "
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X.500 in NASA

[Xrectory Service Accomplishments

• Establ/sh NASA White Pages Pi]ot under PSI
WPP.

• RelationAl database hont-end for QUIPU.

• Search for d/rectory us_ agent.

• Actively paxtidpate in development of X.500
software and related support L'drasU'ucture.

aw_

POC: PSi, Yes
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How to populate QUIPU Entry Data Block
(EDB)?

• Civil Servant in/ruination is from NASA
Persmu_ and Payroll System (NPPS).

• Contractor in/ormatio_ is from other

applications on the same IBM _'a_e.

• Additional irdormation is not centralized

(i.e. dectronic mail address).

k VJ --

Existing Method for Creation of Directory
Entries

• Additim'tal L,dormation cannot be stored on
main/rinse.

• Additional information would not be stored in

EDB because they would be lost after each EDB
creation.

_ ya._bl,4 SerumVmlq,,,,_ r-.,mp,t_, 2._-M
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New Method for creation of Directory
Entries

Mainfmnm __• qumrrmry
InrolTIItJon

• Relational Database becomes centralized

master for additional directory information.

• Relational database can be modified to accept
other data feeds.

i_f Y_. _ Sw_m Da_,bp,,wa C,_ #4/1 Z.O- Ul 7m'--

X.500 Development

• Beta tesl_r for QUIPU and ISODE software.

• Created Macintosh DUA called MacDish.

• Working in IETF, IEEE, and ANSI on X.500 standards,
lmrofiles, and additions.

165



i

Directory User Agents

Terminal

• Dish - Provides a very powerful interface into the
Directory and gives a user full accessto the
Directory AccessProtocol (DAP).
Can be used to build custom interfaces,
which are easier and more intuitive.

.Fred A DUA oplJmized for White Pages queries.
Can make complex searches, and compose
mail addresses using the MH mail.

.SD - Screenl_rectory
Screen oriented interface
with the same functionality as POD.

• DE - Directory Enquires

l_m, ym, .,_mi4 Sm_m Dmdmmm Cemp M/f," _II- II

Directory User Agents

X-W'mdows

• Xwp - X white pages. X-Windows interface.
- Supports us_-friendly naming.

• Pod

• XDI

• XT-DUA

- X winclows. Inlended fe¢ naive users.
- Oick on buttens to pop up windows

with more Directory b_formation.

- Advanced version of POD from Bell(ore.

- Commercial DUA from X-Tel. Mo_-based
user interface.

k Vm-- _am

ms.......
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Directory User Agents

Macintosh and IBM PC

• MacDish - NASA/Ames Research Cent_

• maX.S(X) - University of MJchigan (RFC 1249)

• _ - Per/ormance Systems International, Mac

(R/:C 1202)

• PCWl_ - Performance Systems [ntm'nationa/, PC

(RFC 1202)

DISH

m
mm

&m._,..-
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MacDIsh

MecOlSII
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IcDLsh

[otltll None: _p,_w vm

Telephone: .0 4n_4o4-m _z

Illl4hroo_ _ _ P_ _to-

n ml-I

h(fott FIeld, m

rlc822Noillbom: v_._._.l_,

IthoflMollbou: _ ktrv

Pe|orNonber: ,i q 0s-oo'_ in I

_ Ya. _ _ D_dJW_ _ _ 2_L1LZJ

Other DUA's/Directory Users

• DS AgentlQuickmail Integration

• Internet whois serv_

° XUA

• PP

.qnw_'a,_ S_m D_Ulu,n_ Oa,p A_ 2.U-l# Fm'- iwm
mp_ no..,--,
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Directory Service Issues

• Standard is slJll evolving (X.500 1992)

• PC/MAC Us_" AsenW

• Vendor support and commitment

• Us_'d_ulnd

k,

_ y,,I. _Wlm4 r.n,m. Daslm,um Cm,p ._/_ ._I_ M

Current Status

• ICCN/S recommends an engineering operations
test period at (at least) 3 sites (Ames and two
sites TBD).

• Conl=Lnueto search for more DUA's.

• NAS purchased a machine to sexve as Ames DSA.
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Recommendations

• DelmmJne level of support needed at each Center
for a fully operal_)nad DSA, based on experiences
from engineering operaUons test

• Coordinate with personnel and payroU groups
at each Center to obtain data for Centm"s DSA.

• Provide a mechanism for rel;-ieving directory
information via electronic mail.

• Work withinISODE Consorlium tohave QUIPU

testedforX.5OO/GOSIP compliance.

m
_m
m_
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D. Network Communications Technology
Plenary
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NASA SCIENCE INTERNET

USERS WORKING GROUP

CONFERENCE

APRIL 2, 1992

"INTERNET FORECA S T"

Vint Cerf

Corporation for
National Research Initiatives

175
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Scaling

Speed

Services

=_ Constituents

Applications

Service Providers

=_ Government Roles
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THE SCALING CHALLENGE

© Internet doubles every 7-12 months

® Running out of routing power

® Running out of Address Space

© We need to
networks

support a BILLION

® (see above)

v Must deploy incrementally

@ Must deploy IN TIME!
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MORE SCALING CHALLENGES

!! We need more capacity

NSFNET Packet Traffic History

"Total packets, T1 and T3
networks

Jan Mar May

FeOruary 1992,
134 Ioillion packets"
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July_July_,_ L,_.. 1988, NSFNET begins

operation under Me=it's
management
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_= Co-Chairs: Phill Gross/ANS
Peter Ford/LANL

J lAB Charter
(Architecture Retreats)

@ Their 4 month mission:

To boldly go where no routing
and addressing architecture has
ever gone before!

j, March 92 IETF Report

,/ Various Working Group Spinoffs
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ROUTING

B IS-IS for CLNP
OSPF for IP
Dual IS-IS/Proto.

B Border Gateway Protocol 4
(Masking/CIDR)

-, Internet Domain Routing
Protocol (IDRP) for IP/CIDR

II Address Assignment Issues

II lnternet Domain Policy
Routing (IDPR)

Route Servers
Policy Routing
TOS/QOS Routing

180



SERVICES

B Network Services

Frame Relay (56, DS1, DS3?)

SMDS/DQDB (56, DS1, DS3,
OC3, OC12...?)

ATM (DS3, OC3, OC12, OC24,
oc48,...)

PLAnet (IBM)

All Optical (1G, 10G, 20G, 1T,...)

II Transmission Services

HiPPI/SONET (OC3, OC12,...)
[800M, 1600M]

All Optical?
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SERVICES (2)

II Real-Time Voice/Video

QOS Resource Management

II Mobility Support

Mobile Hosts (LAN Reconnect,
Cellular/PCN, Satellite)

Mobile Nets (cars, planes)

II Ubiquitous Computing
(tabs, boards, pads)
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CONSTITUENTS

" CS/EE ,, R&D ,, Universities ,,
Military ,, Government ,,
Industry ,, K-12/Libraries ,,
Residential

[Home Lans are HERE!]

,, US/North America ,, EUROPE ,,
Pacific Rim ,, East. Europe ,,
Latin America ,, Mideast ,, CIS
,, Africa
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APPLICATIONS

B Telnet, X-Windows, V-Reality

B EMAIL, Comm'l EMAIL, PEM,
Info Services, EDi,
Electronic Commerce

=, FTP, Anonymous FTP, archie,
gopher, Knowbot Programs,
WAIS, digital libraries,
electronic publishing

B Talk, Internet Relay Chat,
shared windows/blackboard,
video-conferencing, collab-
oration technologies

B Distributed Laboratories, Tele-
presence

__D__Y_ ___ Nightmare!
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SERVICE PROVIDERS

m Government Private Nets
(NSINET, DARTNET, ESNET
NSFNET, MILNET,...)

II Special Value-Added Nets
(ANSN T, ALTERNET, PSINET,
SURANET, CERFNET JVNCNET
LOS NETTOS, BARRNET,
SESQUINET, PREPNET
NEARNET, EBONE NORDUNET

DFN, WIDE, AARNET,...)

I Public Carrier Nets

(RBOC Frame Relay/SMDS Svc,
IXC FR/SMDS, INFONET
SWlPNET UK PIPEX

SPRINTLI K, ...)
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FI A.q_H!

Amendment to HR2936

Science Subcommittee (Boucher, VA):

Sec 3 of NSF Act of 1950 amended:

(g) ...the Foundation is authorized to
foster and support the development
and use of computer networks which
may be used substantially for
purposes in addition to research and
education _n the sciences and
engineering, if the additional uses will
tend to increase the overall
capabilities of the networks to support
such research and education
activities.

[Full S&T Committee Markup 4/2/92]
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Tony Villasenor
Program Manager, NASA Science Internet

Milo Medin
Deputy Project Manager, NASA Science Internet

OFFICE OF SPACE SCIENCE AND APPLICATIONS

NASA
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OFFICE OF THE PRESIDENT

Office of Science and Technology Policy

Federal Coordinating Council on
Science, Engineering, and Technology

FCCSET

Committee on Physical, Mathematical, and Engineering Sciences

High Performance Computing, Communications,
and Information Technology Subcommittee

I High Performance Computing & Communications Program !

FEDERAL NETWORK COUNCIL

ENGINEERING I POLICY RESEARCH SECURITY EDUCATION

& OPERATIONS I WORKING WORKING WORKING WORKINGWORKING GROUP GROUP GROUP GROUP GROUP

President's Program: NREN Perspective

NREN is a national high speed network to provide distributed
computing capability to research and educational institutions
and to further advanced researcn on very mgn speea
networkS and applications.

NREN is a network for research and education, not general
purpose communications.

The NREN builds on NSFNET, ESNET, NSI and other networks
supporting research and education. During 1992, the NREN
will accelerate the introduction of commercial 45 megabit
transmission technologies and services Into operational use,
including SMDS.

Also: OSTP Press Briefing, January 30, 1992:

The NREN is a high performance technology testbed for
research and education, not for commercial use.

NSI. NASA Science Interne!
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President's Program: NREN Activities

• Assist upgrades of regional & community of interest networks,
where appropriate, especially where these upgrades enhance
end-to-end reliability

• Produce improved user-level tools to enable scientists &
educators to take advantage of the NREN's capabilities.

• Refine the understanding of requirements for high capability
networks: bandwidth, latency, predictability & stability.

• Improve the technologies necessary for policy controls, resource
allocation, fair sharing, accounting, security, peering, and routing
coordination. Integrate commercial services fully and
interconnect to other relevant networks.

• Provide for a network information service that acts as a primary
source of information on access to and use of NREN.

• Enhance the current interconnected multi-agency architecture to
provide for the interoperability of Federal and non-Federal
networks, to the extent appropriate, in a way that allows for the
autonomy of each network component.

NS - NASA ScMnce Intemet
4

President's Program: NASA & NREN

Goal: to accelerate the development and application of high
performance computing technologies to meet NASA
science and engineering requirements.

NASA's pi'ogram will bring together interdisciplinary teams of
computer and computational scientists to develop the
necessary technologies within two vertically integrated
NASA grand challenge projects that are unique to the NASA
mission. These technolog,es include applications
algorithms and programs, systems software, peripherals,
networking, and the actual high performance computing
hardware. NASA will develop a suite of software tools to
enhance productivity, including load balancing tools, run
time optimizers, monitors, parallelization tools, as well as
data management and visualization tools.

NASA will provide high-speed network connections among
NASA, industry and academic researchers.

NSl - NASA S_;qmCe InlMne!
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HPCC Act, Section 101 (2)

(2) The Program Shall:

(A) Provide for the establishment of policies for management and access to the NREN;

(B) Provide for oversight of the operation and evolution of the NREN;

(C) Promote coTmectlvlty among computer networks of Federal agencies and
departments;

(D) Provide for efforts to increase software availability, productivity, capability,
portability, and relieblllty;

(E) Provide for improved dissemination of Federal agency data and electronic
Information;

(F) Provide for acceleration of the development of highperformance compuUng systems,
subsystems, and associated software.;

(G) Provide for the technical support and R&D of high performance computing software
& hardware needed to address Grand Challenges;

(H) Provide for educating and training additional undergraduate & graduate students In
software engineering, computer science, library & information science, and
computational science; and

(I) Provide for the security requirements, policies, and standards necessary to protect
Federal research computer networks and information resources accessible through
Federal research computer networks, Including research required to establish
security standards for high-performance computing systems and networks;

NSl - NASA Science Internal
6

HPCC Act, Section 102. NREN

(a)

(b)

NSF, DOD, DOE, Dec, NIST, NASA, etc. shall support the
establishment of the NREN, portions of which shall, to the extent
technically feasible, be capable of transmitting data at one glgablt per
second or grater by 1996. The NREN shall provide for the linkage of
research and education Institutions, government, and Industry in

every state.

Federal agencies shall work with private network service providers,
state end local agencies, libraries, educational institutions, etc. to
ensure that researchers, educators, and students have access to
NREN. NREN Is to provide users with appropriate access to
high-performance computing systems, electronic Information
resources, other research facilities, and libraries.

- NASA Science Inlem_
7
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HPCC Act, Section 102. NREN

(c) NREN characteristics. The NREN shall

t., be developed • deployed with the computer, telecommunications, and Information industries;

2. be designed, clevstoped, lind operated in collaboration with potential users in government, Industry,
and research & educational Institutions;

3. be designed, clef)eloped, and operated in a manner which tea/Ks & malnlains compltHion lind
privste sector Investment In high speed data networking within the telecommunications Industry;

4. be designed, devalopocl, and operated In a manner which promotes R&D Seeding to development of
comnlwrcla# sMndards 1hat will encourage establishment of privately operated high speed
commercial nstworks;

5. be designed end operated to ensure the continued application of laws that provide network and
infoflnatlon resourc4m security measures, Incl. those that protect copyright and other intellectual
property dOMe, and those that control access to dais bases and protect national security;

6. have accounting mechanisms which allow users to be charged for their usage of copyrighted
metmista avallaMe over the NREN, and for their use of NREN where appropdais • feasible;

7. ensure the inkwoporsbtnty of Federal and non-Federal computer neht_rks, to the axlanf appropriate,
in a way thai allows autonomy for each component network;

8. be developed by purchasing standard conunerclal transmission and nelwork services from vendors
whenever fusible, and by contracting for customized services when not feasible, In ordM Io
minimize Federal Investment in network hardware;

9. support reseMch • development of networking software & hardware;

10. siva as a isstbed for further R&D of high capacity and high speed networks

NSI. NASA Sctenc, Internut 8

HPCC Act, Section 102. NREN

(e) Information services. The Director of OSTP shall assist the President in

coordinating the activities of appropriate agencies and departments to promote the

development of information services that could be provided over the NREN. These
services may include the provision of directories of the users and services on

computer net-_orks, data bases of unclassified Federal scientific data, training of
users of data bases and networks, access to commercial information services for

NREN users, and technology to support computer-based collaboration that allows
researchers and educators around the Nation to share information and
Instrumentation.

(g) The OSTP Director shall report to Congress on:

1. effective mechanisms for providing operating funds for the maintenance and use of

the NREN, including user fees, Industry support, and continued Federal Investment;

2. the future operation and evolution of the NREN

3. how commercial information service providers could be charged for access to NREN,
and how NREN users could be charged for such commercial Information services;

4. the technological feasibility of allowing commercial information services providers to

use the NREN and other federally funded research networks;

5. how to protect the copyrights of material distributed over the NREN; and

6. appropriate policies to ensure the security of resources available on the NREN and to

protect the pdvacy of users of networks.

N91. NASA Sk:lH lutemut 9
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NREN GOALS

Priority:

1) Implement high performance network services and systems to
support the networking needs of the HPCC program;

2) Enhance and expend, as required, existing regional research
and education networks in order to provide appropriate access
to HPCC sites and collaborators, and to HPCC networked
resources;

3) Provide for a smooth and economical transition to the gigabit
NREN; and

4) Provide for NREN access and use by the broader education
(e.g. elementary, secondary, and higher) community and by
libraries.

NSI - NASA Science Interne1 10

APPROACH

l EXISTING
FEDERAL
INTERNET JINTERAGENCY

INTERIM
NREN

Agency Nets

Reglonals

Campus Nets

NSFnet Extension

DARPA R&D

Agency (NSI) Upgrades

Regionals Upgrades

Education Access

Gigabitsl

NS_ - NASA Sclenee Inmmet
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NREN Vision

OSTP
HPCC

DOE

NSF

NASA

N_. NASA Sckmct Internet 12

Chairman - Dr. Nico Haberman tN$_

GSA DARPA NSF OSTP
NASA DOE

NSA NIST HHS OMB
DOD/DCA NTIA

EPA USGS NOAA D of E

NSI. NASA Schmce Inlernel

13
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EOWG Coordination Activites

Coordinate plane end activities for the existing federal Internet systems to maintain
stability, reliability, and uniform high quality of service:

• Review agency operations and engineering activities 1o assess their effectiveness

• Arbitrate muting issues for the federal domestic and collaborating international
networks that are part of or connect to the Federal Internet

• Maintain working relationships with commercial product & service providers

Coordinate the NREN implementations of the HPCC agencies:

• Review & assess NREN architecture options and implications

• Provide recommendations to move from the current Internet to the NREN

• Analyze NFiEN requirements Irom HPCC agencies, with due considerbtion of other
agencies as well as the broader research and education community

• Identify policy Implications ol technical alternatives

. Assist In documenting NREN status to HPCC Management

NSl - NASA Science Intmnet
14

I

I SducationJ I Engineering IComputing J

I Federal Coodineting Council on

Science, Engineering & Technology ]

!
Committee on IMathemetlcel & Engineering SciencesI Physlcal,

I
I Hlgh Perlormance Computing, Communications,& Information Technology Subcommittee

I i

icom--rIResearch & Communications

Development !

I Federal _

Network
Council

ADVISORY
COMMITTEE

NSO- NASA Scler_e Interact
15
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HPCC Committees & Chairs

I
EducationNIH: Vallukaills

I FCCSETOSTP: E.Wong J

!

l- s iNSF: W.Massey

I

I HPCCIT
DOE: D.Nelson

NASA: LHolcomb & DARPA: S.Squires & NSF: N.Heberman

I

Science & Computer
Engineering Research &
Computing Development

NASA: Holcomb DARPA:Squlres

I High Performance
Communications

NSF: Haberman

I
Federal

Network FEDERAL
Council NETWORK

ADVISORY COUNCIL
COMMITTEE NSF: Heb4rmen

EDUCOM: Klng

NSl - NASA Science In_rnet 16

I
I E'uca"onJNASA: RCIHunter

FCCSET iNASA: Truly

I

I ,.s INASA: R/Petersen
I

HPCCIT
J NASA: RC/HoIcomb (co-ch) I

I
I I

Science &
Englneerlng
Computing

NASA: RC/Holcomb (ch)
NASA: Re/Smith

I

Computer I High Performance 1

Research & Communications
Development NASA: SM/VIIlesenor
NASA: Hunter

17
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HPCC Working Group

I_KCUTIVI CoMMrrrlgg
PmlFSm MilUlltV Ckllr
C_n_r l_mmlmltws
OSSA il_l_mm_Uv_

I
'rlCCllNIC4_ COMI_II'It_¢

H PCC 8_rolp'mimHIp', Cll_ir

NItEN_ I_I_
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ICCN/S = HPCC

Intercenter Council for Computer Networking. Science

i

ICCN-8

D_fiA_IIT_ID_ R_SPoNmmLrrY

ARC Code ED J. Yin

GSFC Code 520 G. Donnan

JPL Div. 37 D. Gallop

LARC ACD J.Nolan

LERC MS 1390 D. Cica

NSl - NASA Selenoo Inlemet
2O

Technology Migration Path

11488mbp

mbpa

1_$ mbpe

46 mb_

8MD8

SMDS
ovir

ATM

F'Y92 VY93 FY94 ]P'Ygs

o_

OC-)r_

B-IBDN

197
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Technology Risks ]

ACCgSS SRRVICR RATB SWITCHING A VAILW

Frame relay async I)81 trame relay now

ceU relay 19WI

8MI)f_lP smync DSI/D_ ' cell relay 1992

isoe OC-3 cell relay lfJg_

A,WI'M Myoc/isoc D_ ATM 19N

0C-3 ATM IINJ3

B-IBDN smyncYlsoc OC-B:I2 ATM 1994

Ng - NASA _ Intemet 22

Initial Implementation Schedule

TB NSFne¢ ARC

GSFC

SMD8 ARC

GEWC

LARC

LERC

JPL

DARPA R&D

NSI uplgrades

8OlCgruplgraclm
Bay Area Gilsbit Teetbed

i98



ROl_onat lnfrnstru_l_re EmhmseenemU

/_82 l_n rys_
• OPERATIONS

fJlmltle point d eomtrol •

$4 • 7 eporatlo_ s&dflng •

lmtes_NOC linkup •

I_NGINI_/UNG • TECHNOLOGY
1"1 Io eampme networks •

'11 te eaSSlpUO aetworka •
IJ4 mbp* aemee to NRKN
IJ_ mblpS aeeeee to NREN

USER fUD_VICIE8

NBrNET NIC •

A4ppilealimua mail, X.KI0, etc. •
NIUIN NIC •
Advlusemll 8ppUestions: multi-I_dla

NSl * NASA S4:ienoe Intemot 24

Basle ConnecUvity to Centers

T8 NS:P_qK'F

8MD8 Pilot

OC-I implementaUon

Hllrher OC level plan-

INRIDq TochnolosD, A Services

3"3 NBlrnet Backbone

RqtonaJ T3 upgrsdu
8MDS/ATM backbone
OC-8,1N plannlOlr

Gigablt Technology Deployment

OC-8 switches • touters

OC-I| switches A touters

OC-S4 switches A routeru

_7.U l_rn4

- NASA _ Int_rr_t 25
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UC Berkeley.

I.BL, U Wisc.

NCSA,

ATT Bell Labs,

Ameritech.

Bell Atlantic.

ATT. Pac Tel.

US West

I Industry-University-Government

High Speed Network |
Research Testbeds

MIT. U Penn.

Bellcore, IBM.

Bell Atlantic,

MCI, NYNEX

CMU. PSC.NRL, Bell Atlantic

JSDSC. Cal Tech,Los Alamos,MCI, PacificTelesys. US West

I UNC, MCNC,Bell South, GTE

J Nolo: see speoal repon on "GIGABIT NETWORK TESTBEDS'.COMPUTER. I

I

V23 N.9. September. 1990. IEEE Computor Socaety. Los Alamilos CA 90720 I

NASA PERSPECTIVE

NASA'S NREN

• Funded by HPCC to p.rovide investigator access to/between
Grand Challange facilities

• Represents less than 10"/,, of overall NASA HPCC budget

• Primary role is to support HPCC!

REQUIREMENTS

• "1"3+ class service between 5 NASA HPCC Centers

• TI+ class service to -100 Principal Investigators

NATIONAL CONTEXT

• NASA must coordinate NREN with other HPCC agencies

• NASA needs high performance national network infrastructure

• NASA supports U.S. science education and research

Ng. NASA Sckmme Inlernel
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NASA Approach

T3 SERVICE BETWEEN NASA CENTERS

• Provided by SMDS switching fabric

• Used wherever high performance access is required

• Provides access to existing NASA networks with HPCC users

• Leverages on TELCO investments & directions

TI SERVICE TO NASA INVESTIGATORS

• Assumes Investigators at sites already connected (i.e., NSFNET)

• No NASA funds for point-to-point Tl's

• Use T3 to NSFnet for aggregated T1 requirements

• NSFnet access via FIX's, after upgrade to FDDI

NSl - N_II_A _klncl Inlornet
28

Current Telecommunications Infrastructure I

DEDICATED POINT-TO-POINT LEASED LINES

• Local loop provided by Local Exchange Carriers (LEC's)

• Long haul provided by Inter-eXchange Carriers (IXC's)

• No customer switching equipment at TelCo central offices

• Possibility of link failure requires redundancy

• Dedicated to single user use (and billing!)

• Limited bandwidths available (9.6, 56, 1544 kbps, etc...)

• User must provide network monitoring and diagnostics
(e.g., PSCN COMM)

• Routers at user sites perform packet switching

- LAN interfaces (e.g., Ethernet, FDDI, etc.)

- WAN interfaces (e.g., serial sync lines using V.35, etc.)

- Switch packets from seral line to serial line or LAN

- Provide network layer routing

Ng - NASA S¢_lamco Inlmrnll
29
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FAST PACKET TECHNOLOGY

USER SITE CONNECTS TO TELCO "CLOUD"

• Single access to TelCo local loop infrastructure

• Telco provides internal cloud redundancy

• Telco packet equipment switches link to link

• Multiple access rates (SMDS @ 1.5, 4, 10, 16, 34 ... Mbps)

• Protocol Independent switching at high speed

• Telco provides packet monitoring and diagnostics

•, Telco provides service - not links and hardware

ROUTERS INTERFACE SITE TO "CLOUD"

• Routers switch packets only between LAN and Telco
'cloud' - Telco's do high performance switching, and
allow routers to do more control!

• Routers still perform network layer routing

NSt - NASA _ Internet
3O

ANSI 1.122 & Q.931

• Designed for 56 - 1544 Kbps access

• Pri#ate addressing scheme (i.e., DLCI)

• Connection oriented

• Each station must be configured with "link" to neighbors

• No muIticast capability

• Intemally carried as variable length HDLC frames

• Available from carriers now

• Easy to build router interface hardware

Nal. NASA lloloeme letem_
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SMDS (Bellcore specification)

• Designed for 1.5 - 155 Mbps (extensible to 622 Mbps)

• Public addressing standard (E.164 - phone numbersl)

• Connectionless datagram protocol

• Neighbors can be configured as Virtual Private Net (VPN)
• MuIticast supported inside the VPN

• Internally carried as 53 byte fixed length cells

• Available from some LEC's now at 1.5 Mbps

• Router Interfaces more sophisticated (IEEE 802.6)

• Preferred by most LEC's and IXC's for service interface

• Requires SONET at 155 Mbps (STS-3c) and above

NSl. NASA Science Inlernel 32

Asychronous Transfer Mode

ANSI TIS1 Group

• Designed for use at 155 Mbps and above (requires SONET)

• 53 byte cell transport

• Addressing, routing, accounting, congestion & flow control
not well defined as yet

• Many possible user interface standards (including SMDS)

• Also suitable for high speed LAN architectures

• Long term goal for Telco internal substrate

- NASA 8deltc:e Inlernel 33
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COST CONSIDERATIONS

POINT-TO-POINT LEASED LINES

• 1"3 price based on T1 price, T1 prices based on 56Kbps, etc.

• Strong price hierarchy to prevent reselling & undercutting
supply carrier

• ARC-GSFC dedicated T3 cost = $3 Million/year

• ARC-GSFC internal Telco cost significantly lessl

SMDS APPROACH

• Prices based on access class (1.5, 4, 10, 16, 34 .... Mbps)

• Telcos can trunk internal net using internal cost, since no
reselling of leased circuits is possible

• Distance insensitive pricing

• Same switching fabric can support Frame Relay and low
speed uses

I¢S - NASA SCtlNI¢t Inlernll 34

SMDS Implementation Approach

1. Leverage on DOE/LLNL procurement vehicle in FY92/93

2. Deploy DS-3 SMDS attachments at ARC, GSFC, JPL, LaRC
& LeRC in FY93

3. Deploy new routers with DS-3 SMDS support with FDDI
ring(s)in FYg3

4. ARC and GSFC sites provide interface to T3 NSFnet
connectivity via FIX-E and FIX-W

5. Deploy 155 Mbps support in FY94 given budget and
requirements

6. Deploy 622 Mbps support in FY95 given budget and
requirements

7. Prototype SMDS technology for use In other NASA and
Federal programs as a production oriented network service

NSl - NASA Science inllmel 35
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Issues & Concerns

REMOTE INVESTIGATOR ACCESS

• Assumes Investigators are located at well-connected sites

• Future of NSFnet backbone still being defined

• Regionals vary in quality and service (little accountability!)

HIGH PERFORMANCE PACKET SYSTEM

• Vendor support is immature for routers, DSU's, switches

• Lack of Inter-Carrier-Interchange (ICI) protocol support

• IXC deployment of SONET proceeding at lackluster pace

• 155 Mbps and above to NASA sites is critically dependent on
LEC SONET deployment

• Dependent on Telco support and deployment schedules

• Routing complexities when interconnecting VPN°s over SMDS

NSI - NASA _lencm Interne! 36

SUMMARY I

• Focus on meeting NASA HPCC Grand Challenge requirements

• Maximizes use of existing network resources, NASA & non-NASA

• Strongly leverages on telecommunications carrier plans and
investments: no private dedicated systems

• Minimizes NASA costs while still providing high performance
capabilities

• Fully consistent with national program objective to construct a
high performance national network infrastructure

• Provides for strong technology transfer to other programs

• Provides testbed for advanced routing and management designs
for large scale public data networks

NSi - NASA Sckmce Internet 37
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E. Network Applications Technology
Plenary
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TAE Plus
Transportable Applications Environment Plus

A Tool for Building and Managing
Graphical User Interfaces

Marti Szczur

NASNGoddard Space Flight Center

NASA Science Intemet User Working Group Conference

Apdl 2, 1992 Greenbelt. Maryland

NASA/GSFC --

TAE Plus Overview

• Background

• Architecture

• Development Environment

• Runtime Environment

• User Community

• Future Direction

NASA/GSFC --
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What is TAE Plus?

TAE Plus is a portable software

development environment designed to
support the

rapid building,

tailoring, and

management

of an application's user interface.

TAE Plus can be viewed as a tool for

increasing developer's productivity.

NASA/GSFC -

1970s
pre-TAE

1981-87
TAE Classic

TAE Evolution

I
TAE

-=:2!1C3t Ion

1988-
TAE Plus /qDDI IClt ton

NASA/GSFC -
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TAE Plus Key Objectives

• Improve productivity of application UI development

-- Support WYSIWYG design of the UI elements

-- Support evolution from rapid protolype to baseline system

- Provide reusable software components

- Provide less complex set of application services

- Support for UI expert (who may be a non-pcogrammer)

• Provide buffer from technology changes

- Separate the UI definition from the apprcation

- Provide application programs with toolkit-independent runtime sentices

- Support portabirdy of applications across workstations (e.g., UNIX, VMS)

NASA/GSFC --

.IL-_--

TAE Plus Environment

_!);:°e__J:::_:_:_!_:!:i_!ii!:!?_:::i_i_rI TAE Plus |::::_:_:!:!::_:::":'":::*:_::_::'i!!!!!i!!:_z:::;;i)!:_:::!+::;i!:f:
._ :_ Ilnte_ace Designerl,,. " i:;::: : " :

:i-= : I W°r"=enchI\

: .Operatoc's, ::..... :.,:. Application

WPT$

O_F Moli_

X W'mdowSystem_

/
::ilii:¸ :,::i _ :: -* ......

NASA/GSFC --
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What does the X Window System provide?

- a standard for device independent window management

• public domain protocol for window management services

• low-level graphic and window managment primitives

• MIT's X-Window system is a public domain implementation ol the protocol

- support for network interconnection

• display process (X Server) and application (X Client) can exist on
separae machines

• X PmC¢ol provides the n_wod_ conneclion I>_veen X Sewer and X Client

NASA/GSr-C -

Distributed Applications in X Environment

wo,est=eon

• single workstation

• no network

workstation • workstation b

• multiple workstation

• single client/server

workstation a workstation b

• multiple workstation

• multiple
client/servers

NASAJGSFC
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Array of GUI Development Options

NASA/GSFC --

-1_=®

TAE Plus WorkBench Functions

• Uses X Window System TM and OSF/Motif TM

• Create, modify and save user interaction objects

• Support for drawing, editing and saving data-driven objects

• Define links between user interface objects

• Rehearse a designed user interface

• Icon editor

• On-line help on how to use WorkBench

• Support for application context sensitive help

• Generates multi-language application source code
(C, Ada, or TCL)

• Object-oriented (wdtten in C++)

NASA/GSFC --
tO
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WorkBench in Action

I!

NASA/GSFC -

User Entry Interaction Objects

Seleclk)n Categocy:

!°=-==1 I
wane O WNnC

_ 4, wu_

le_lldmm k

Text Category:

Sa.ec lion U'st

II Oynlmlc Text: Value I ix."l"lt2a4ssT" I LABEL

12

• Checkbox

• Icon

• Keyin

• Label

• Multi-line Edit

• Pulldown Menu

• Push Button

• Radio Buttons

• Scale (Slider)
• Selection Ust

• Text Display

X Workspace

NASA/GSFC --
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Data-Driven Interaction Objects

Data Rate = 98 kbps

T

II>_=ml=Tem

SU_=haI Retlt_ Stmlch_

13

NASA/GSFC I

DDO Drawing
Editor

data value (optional)

ckground

round

NASAJGSFC -
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User Interface Designer Scenario

• Create a panel

• Add interaction items

• Include another resource filt_

• Design icons and DDOs

• Make connections

• Create help information

• Rehearse

• Modify the design

• Generate code

t$

, NASA/GSFC

WorkBench Main Menu

Resource File, tut..'s=

WorkBench Model I undo cox1,=I

Move/_esdze/_il¢ _ Define ConnecUon$ tN_ pa_l Ccrl-p i

Set Panel Defau/t O Set It4m Default [Nov Iten Ct¢loi io
J

Curr_t Selection,

[qle F._/t Axcanl_ Aux/I/ary Help

......., \

as

NASA/GSFC
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Panel Specification

"_"--'"-_'_1"- I I_":--"_-"-I

m

i o., I__jl, _. ,I-,

17

NASA/GSF-C -

Panel Details

......... mrw_

Panel ACtrg_utes
s_e [ sp,c_Dimelmoed.., I

Pram_ TitlelM.r Pe,_c_m_ity Prefen-ed Panel Sle_t

• MWM - No Iq_llse • ?kI Defa,,ll • V|IS'IBI4I

(;b MWM With Reeme O _ ]_ekvJ! Q Vielbie & Ide_eJ

O I_t lieder 0 Nu,_ <> b,_role

O boaic

W'NIII_
I

Io I O Pai_

tl i t t i i i

18

NASA/GSFC --
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Target _" _": c_,_b.-

0 I_tqsr • Null Val_ Allow_l

v--__ I_. j o a._ • o....h.b.b

J

Item
Specification

Select New Item
from WorkBench
Pane/

-I=I.
Item Constraints

EnLor one sort nt per Une.

Press SetConstraints
Button.

Enter values for radio
button list.

NASA/GSFC -
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Item Details Panel

NASIVGSPC -

Creating a Data-Driven Object

NASA/GSFC --
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Stretcher Item Detail

! slsmlrJ_t4Dk

Ram4je _a-t--wn.: | 0J

Mdudm_m: | IOOJ

ladtlaJ V_mm | O.O

V_m

_ m_wd, m,M_ 0 1_mad*d

I ;_"L'b_:_'loJ I

J Se.,ed_ na,._._
j _ v.q,_ o no.._---,d

Value pem_t (O_m_te) -- SN Hdp l_w ngmmpn_

Coio¢ Tin.holds

i
Addmqd_o

i

Tlnmudmdd Vdem

118.. I

am

u

NASA/GSFC

ab.,.. A

Connection Panel

Select Define Connections on Main Menu

Event.(acUon)

CURREt_'T Panel I%rExT Panel

N.m- : br_ N,me :I d_pI*YA |
P4Lne/Stm_s _ Ces_ectlmn paun_ Ib_b AJI0_

(>p_ O1nvbJOde 4_Prdm'md OIm'v4bbla

_* Icoundc • No C_anq_ _ lcm_k _. V_/bLs

_L_ I

NASA/GSFC -
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TAE Command Language (TCL)

• Interpreted

• Interactive or procedural

• General capabilities

- Intrinsic TAE commands

- Online help

- Loc_ xnd globxl vx_bkm

- Variable assignment and expressions

- Macro-level substitution

- AUbmviated oommand and parameter names

- Constructs fix cond'tional execution and looping

- Proc invocation and Inter-t:¢occommunications

- Graphic Window Manipulaion

Is

NASA/GSFC -

Create Help Information

• Select yes for "Help Item?" in the presentation panel for
a bullon or an icon.

• Click on "Edit Help File" in the specification panel for the
selected panel.

.help

,wplace panQI h4,1p Iflforr_t|on here_

.heq)ecs_
Tlm Ktlon eel_lkme ore: drlu k heilD te,m let eeclb
Oiepiay:

Pdm:

Oelele:

.roderect
11U eelecllom_ m_. _llal M Imq) lem Ira, _.
IRMA:

lib e:

FIMC:.

JmU_

NASA/GSFC -
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Rehearse

• Select rehearse under the Auxiliary ... menu

• The WorkBench collapses to an icon

• All application panels disappear

• A window labelled "Rehearsal" appears

• The initial application panel is displayed

• Application panels are displayed as prototyped

• Click on WorkBench Icon to restore WorkBench

NAS/VGSr-C --

Code Generate

Select Generate Code... under the Auxiliary menu

i . . Ji .... JJ._ !_ ,J , J ,n i , J ! ip J

_mpUcaU_ Speclflcat_om

I'_'_-k I

a IPdal dln_pJe,_Jc o_m_te_. I_t d_le Net

IIo, II

5,1

NASA/GSFC -

244



.1___
Ib

TAE Plus Components

m TAE Plus

WorkBench

Ji _p,k=k.. 7 |..._---,.olatog(ul) ]

: _!0..... _........................;: i WPTs I

I

:.._::::I__-......._. N_i_!i I MotifTookiV IXWindows

It

NASA/GSr-C -

Resource File Structure

3O

NASA/GSFC -
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Why use WPT Services?

• Improve portability of applications
(i.e., shelter from toolkit changes)

• Improve programmer productivity
(i.e., less complex set of routines to master)

• Support multi-language applications
(C, Ada, TCLC++)

NASA/GSFC --

TAE Plus Application Services
(Supporting User Interfaces)

Window Programming Tools (WPTs)
A subroutine package that displays and ccrCrolsthe TAE interaction
objects during an application's execution. [40 routines]

Collection Package (COs)
A subroutinepack .a_e that supports the association and management
of groups of TAE objects [8 routines]

Varlable Manlpulatlon (VMs)
A utility package that receives, sends and manipulates TAE Plus
variable-obj. [18 routines]

NASA/GSFC --
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Add/Remove Event

Begin/EndWait

Closeltems

GetlSetxxxx

Hide/Showltem

Init

kemWmdow

k,_ssingVaJ
NewPand
NexlEv_J

PanelEmse

Panel_
PanelTepW'u_low

Pandw'._getID
Panel_Fmdow

WPT Routines

- register other event sources tor Wpt to receive

- visual indication that application is busy

- closes items in specified panel

- set item(data type=xxxx_ attnbul4_s, values and
update displays

- remove/replace item from/to display

- initialize window system

- get window ID for specif'_l ilem

- display buthed0ox if input value is missing

- create BufletinBoard with items; various states

- gel events from displayed items

- erase a panel

- display dialog box with message(modal)

- return parent shell window

- get toolkit defined panel handle

- returns window system's window Id
NASAJGSFC -

33

i= 1_¢ D

PanelReset

ParmReject

ParmUpctate

Pending

Rehearse

Setxxxx

Set13meOut

ViewUpdate

WPTs, continued

- redisplay panel with initi_.I value__ for all items

- reject user input: replace with previous value

- change an i_em's target value (=_sopposed to view)

- checks iJ an event is pendina

- auto updating of a DDO's value

- set item (data type=xxx_ attnbul, es. values and
update dtsplays

- set or clear timeout interval for event loop

- update item's view (i.e.. visual appearance)

NASAJGSFC -
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Code Analysis for TAE Plus V5.1

• = 72,000 lines of C and C++ code

• 12 megabyte recomm0nded mir, imum memory

.4 - 42 megabytes required disk spac_
- .4 rob: TAE runtime libraries, executab_s only

- 2 rob: WorkBench executables only

- 12 rob: no source, no demos, binary Bxaries

- 42 rob: all source and all binary I_ demos

• - 11,000 and 5,500 LOC, respectively, for Stanford's
interviews and idraw packages

• requires X11R4 and Motif 1.1

=IS

NASAJGSFC -

TAE Plus Implementations

Validated port, s

SUN3/UNIX

SUN4/UI_/IX

SparcStation/UNIX

Apollo/uNIX
HP9000/300 & 700/UNIX

DECstation 3100/ULTRIX
VAXStation II/ULTRIX
386/486 series

IBM 6000 ('m progress)
MAC II A/UX (V4.1, only)

VAXStation IINMS

User Ports

Silicon Graphics/UNIX
NEC EWS 4800/220

Massccmp/UNIX (V4.1)

NASA/GSFC -
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Adding New Presentations To TAE Plus

• Highly modular - almost no change to existing WB/WPT modules

• - 150 new lines of WPT code - in C++

• - 100 new fries of WorkBench code - in C++

• New code may be wrillen using TAE Plus templates

• Involves three basic steps:

1. Write the widget, coml)a_e withthe referenced widget set

2. Integrate with WPT

- Make a new presen_ion tl_pe,subdass from Wpthm

3. Integrate wilh TAE Plus WoddBench

- Design Presenlation panel lot the new presenlatiort
- Add to WodcSench R,sou¢= file

37

NASA/GSFC --

Case 1-

Productivity Case Studies

Develop application with realtime cbject using
(1) Xt and wiclgets, directly
(2) TAE Plus WorkBench and Wpt_

Case 2: Develop same interactive application using
(1) Xlib directly,
(2) UIL and UIL service routines
(3) TAE Plus WorkBench

Measure application development time

NASA/GSFC --
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Hours

Development Benchmark 1
A program that has two panelS, a few action icons, a radio button
bank and a dylnamtc mover obj¢,ct that mov¢'l along a static
background wben the associated data value changes.

SO

40

SO

SO

,o
0

TAE + TAF.,+
Novice Experienced

X
Novtee

NASAJGSFC

Development Benchmark 2

A screen copy utility whlcb gathers information through radio
buttons, action icons, and text input. Then, it sends the information
to an HP printer, as well as updating a text wid_t on the screen.

Hours
80

80

60

40

2O

o
X lib/
Xrly

4O

tRL TAF.,*

4o

NASAJGSFC -
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TAE User Distribution: 836 Total Sites (646 TAE Plus)

NASA/GSFC -
41

I

NASA-funded Distribution: 280 Sites

42

NASA/GSFC -
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Who is Using TAE?

Outside of NASA:

DOD: Army. Navy. Air Force. DIA. DMA. DARPA

Other Gov't: EROS Data Center. Bureau of Land

Management. NCAR. NIH. NIST. NSAr NOAA

Universities: C.U., Duke. Boston. Cornell,
Georgia Institute of Technology, CalTech, Arizona
State, Purdue, UCLA, U. of Md., MIT, Stanford

Private: AT&T Bell Lab, Boeing, CSC, Contel, GE,
HP, IBM, Lockheed, McDonnefl Douglas, Unisys,
GTE, Northern Telecom, Martin Marietta, Battelle,
TRW, Apple, Magnavox, GE, Loral, CTA, U.S.
West, Westinghouse, Hughes, Mitre, Stanford
Teleoom, Chrysler Corp., Booz Allen, Rockwell,
Hards, PRC, Inc.,

NASA/GSFC --
4.1

Who is Using TAE?

Outside of U.S.:

Europe: SASC/Sweden, Imperial College of England.
York University/England, Crosfields Electronics
Ltd./England, Ford Motor Co._ Ltd./EngLand, Universit_
de Paris/France, European Synchrotron Radiation
Facility/France, Cap Sesa Regions/France,
DFVLA/Germany, Institute of Optoelectronics/Germany,

Leading Edge Technology Transfer/Germany, European
Space Agency/Nethedands, Computer Resources
International/Denmark, Laben Spa/Italy, Instituto
Fisbat-CNR/Italy, I.P. Sharp/Canada, CAE Electonics,
LtdJCanada. SED Systems, IncJCanada

Other: United Nations Environmental (Kenya,
Switzerland), New Zealand Government

NASA/GSFC -
44
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TAE User Profile: Application Types

"Check the categories that best describe your application"

Engineering Analysis

Operations/Control

Realtime

Scientific Analysis

Database Application

Near Realtirne

Image Processing

Office Automation

33%

33%

24%

24%

22%

18%

16%

2%

4$

, NASAJGSFC -

Data Base/Analysis Applications

• GSFC's National Space Science Data Center (NSSDC).

• GSFC's Distributed Access View Integrated Database (DAVID)
• GSFC's International Solar Terrestrial Data Distribution Facility (ISTP DDF)

• Wallops Flight Facility image analysis tool (COLOR)
• JPL's IPAC database search program
• NOAAs user interface to oceanographic database
• U el MD's Viewcache, access for interoperable databases
• EROS Data Center browse/retrieval of s=-l:_Tliteimagery

• Wallops Island's image retrieval/processing system
• Contel's meteorological data retrieval system
• National L_rary of Medicine browse/retrieval of biotechnclogy data
• National Cancer Institute's user interlace to analysis data base

• JPL's Planetary Data System (PLDS)

• Pennsylvania State University (geographic information)
• USAF Plume Date Center (analysis data base)

• Langley Research Center user interface to atmospheric dma

• U.S Geological Survey (analysis data base for 3-D image cubes)
• Hughes Air=aft (geographic data base)
• Shell Developmenl Co. (user interface for DBMS)
•Stantord's Solar Oscillations Imager

NASAJGSFC -
445
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Operations/Control Rela;ed Applications

• GSF:C's Packet Processor Enhanced Frcrt _.nd & Control System
• CU's Operations and Science Instrument ¢_uppo_,System (OASIS)
• GSFC's Request-Oriented Scheduling Er_ne (ROSE)
• GSFC's Network Control Center User Plar_,ing System (NCC/UPS)
• Georgia Tech's Multi Operations Control Center Simulator (GT-MSOCC)
• GSFC's Generic Telemetry Simulator (GT_IM)
• GSFC's International Solar Terrestrial Physics Central Data Handling Facility
• Air Force's Tactical Air Combat Simulation(TACS)
• GSFC's Space Network Control System prototype scheduler
•Army'= Tactical. Command and Control S)stem
• Martin Marietta's Access Control System fur secure network access
• ESA's Columbus Crow Workstation pmtmRd_
• General Dynamics Reakllme Control Syslnm for Ground Operations
•/lu'my's Operation Order Generation for Bait=lion and Below Command and

Control Program
• GSFC'= SAMPEX Command Managemed: System
• MSFC's ECLSS Process Control Proto0/pe
• _s Advanced Tomahawk Weapoas Control System
• JSC'= Shuttle Mission Control Center Upgrade (MCCU) for TSS Mission
• Northern Telecon's Technical Assistance Service (TAS) System

NASA/GSr-C -
43'

Primary Concerns

• Performance

-- all events/messages go across network

---distribute UI manager/dispatcher with server
--- display and hide Ui elements

-- multiple software layers (Xh:, Xtoolkit, WPTs)

-- workstation limitations

• Size

-- overhead to application code includes X, Motif, WPT

- not currently utilizing shared libraries

dUl

NASA/GSFC -
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What Sets TAE Plus Apart from Other Motif Tools?

• User Focus (ease-of-use for UI design l:xolessional)

• Spans all Iool calegories (virtual API, layoul description language.
inleracfive design 1ool. UIMS)

• Higher level API abstraction

• Data-driven objects

• Help facilily

• Auto constraint checking

• Support lot WYSIWYG panel connections

• Code genera_n tor multiple programming languages

• TAE Command Language

• Dynamic resource rde (no compiling: make changes during mntime)
• Source code included

• Government software (low cost. liberal icense)

• User support (technical advice, newslefier, conferences)

NASA/GSFC -
,19

Future Directions

_l_-r interface user interface application

"object" builderl developers prcqFrummers

a_tomated

de_Cn
tools

¢nhancenl(.rlts [

_U se r Int_er f_ce___ I_.ua!

I I

NASAJGSFC -
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TAE Plus V5.2 Features

• New interaction objects: Menu Bar with Cascading Menus,
Option Menu. File seleclion dialog. Message boxes (error.
informalion working, warning, question)

• Support for Accelerators/Mnemonic specification

• Improved color/font selection

• Scrollable panels and workspaces

• C++ code generation

- Support for multiple console displays and screens

• Support for tabbing/traversal

• Help and message panel tailoring

• Support for object stacking

$1

NASA/GSFC --
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I
TAE Plus is available from I
COSMIC, the NASA Software ]
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F. User Services and Applications
Subgroup Presentations
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User Services Planning
in the Internet

NASA Science Internet

Users Working Group

30 March- 3 April 1992

Joyce K. Reynolds

Information Sciences Institute

University of Southern California

Marina del Rey, California

USA

259



4.)
C.)

II II II II

0{'')r._ _II _ I"4["I"i._ {.}_ _II
l...-i I=.=.4 l===i

8
-s,_l

o o s _ _

260



o=

-- _ _ = ° o

i°

261



z °_ o = o_ 8 = _-

• _. _ ._ , ,,
o z < z

262



u_
_ _ _ 0

0 0

:/
0

0

0

0
u.,

D

0

2;
@
0
0

0

0

0

+

0
C_

00

0

0

+

_J

h_

263



264



L-4
0

q.)

Z

0
0
.=
L_

*F,,4

0

_.=_ _ o_ °o

265



,._. "_s
_, o .o_

_o _ _.i__

266



qJ

_ _ o
_ _o_

ooo_ "_ _u .

267



.=.

0. o_ _ o

268



op,,4

o_o

_ _0o_ o_

o_ _ ____o _

269



270



J

f

271



I=
C)

olp_l

fJ

._" "_

._ _ i .

!_ _._
._ _'_

I,,,=,4

272



I _-_ I _ .,-_ O

273



274



° i

275



= ._

_. _ _ _ _o_o

I I I I

276



The Internet Cruise

Laura Kelleher
Merit, Inc.

Due to copyright considerations and
changes in the source material, the Internet
Cruise can be acquired from the Merit NIS

at 1-800-66-MERIT
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Bill Yurcik

Hughes STX Corp.

April 1, 1992

Presentation to the
NASA Science Internet User Working Group (NSIUWG) Conference

A centralized contact point
to Drovide/facilitat_ networking j_

for the entire NSI community

- Respond to user requests

- Coordinate with the NSI NOC

- Coordinate with other NICs

- Reflect user feedback to NSI Project Management

- Report statistics on Help Desk Operations

293



• Sharing information

• Answering questions

• Solving problems

• NSI-DECnet node administration

• Referring users to most appropriate sources

• Internal procedures to optimize our effectiveness
(reference material, training, internal handoffs, organizing LNformaL/on)

• Striving to provide more personal Interaction
I (increased staff coverage, telephone contact, meetings)

• Coordinate response to user requests with
NSI Network Operations Center (NSI NOC)

• Work with the NSI-NOC to provide more network
status information to users

e-maU announcements of network events, maps,

network statistics, automated voice messages, an automated
trouble ticket system accessible to users

• Work with the NSI NOC to provide network
management tools to users

a real-time graphical network management system

integrating both TCP/IP and DECMt thatwould be accessible

viaNSl (read-only)

294



IReflect User Feedback to Project i

• NSI NIC Held Desk InDut to Current NSI Proiect,"
Reflecting feedback of user.oriented concerus during project
development

• "NSI New User Packet" Conteqt_,,
Reflectittg feedback from new users who co,act the

NSI NIC Help Desk in search of '%etwork orientation"

• Documentation Need¢

Reflecting feedback from users repeatedly requesting

similar information either on.line or hard copy

• NIC Reauirements Beyond ScoPe of Held Des _
_BUatL_
Reflecting feedback from users for large scale user services projects

(i.e. NSI Resource Guide, directory services, library access, etc...)

lMonthly NSI-NIC Help Desk Report/

OBJECTIVES:

(1) Identification of valuable information to be compiled

(2) Mecahnisms to transparently gather and process
NSI NIC Help Desk Information

(3) Development of significant statistics

(4) Presentation of statistics in meaningful and
visually-intuitive formats

(5) Mechanisms to distribute a Monthly NSI NIC
Help Desk Report to the NSI community

295



*'*" WE WOULD LIKE USER PRiONTIZA TION INPUT ON THE FOLLOWING *'*"

- NSl NIC fscllitsted nailing lists on spa(_l interest topics

• An Automated User Request Tracking System
(directly acasible by usen via NSi)

• Improved telephone rsepones cepabilltles

• Increased hours of staff coverage

• Increased reference cepabllltles, on-line & hard copy

• Increased use of on-line eppllcstlons in Help Desk support

• NSI NIC Help Desk Newsletter (w/_ FAQ, FYI, mews,anmoumcements)

• Training for NSI user community

• Separate NSI User Services Mestlngs with open discussion

NSI Network Information Center

Code 930.6

Goddard Space Flight Center
Greenbelt, MD 20771

301-286-7251
(FAX) 301-286-$152

nsihelp@nic.nsi.nasa.gov
nsinic::nsihelp
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 NSI NIC Possibilities [
• Directory Services

interbn solution(s)

• Indexed Access to the NSI File Cabinet
NSI ARCHIE clientJserver

• NSI NIC Info Server

based on NNSC info server, automated e.mail responses

• On-Line Access to NASA Center Libraries
bibliographic search and retricva_ special databases, nationawide, full text

• NSI Resource Guide

one document that pulls together NSi Resources (databases, supercomputers,

e-mail syntax, FTP sites, on-line resources, NASA projects, professional groups, etc...)

• NSI E-rnail Distribution Lists on Special Topics
science_discipline@nic.nasa.gov,project@nic...,net__status@nic...,

• . *o. " . ... _ " ... -- * ,..

• NSI AnouncementJBuIletin Capability
info@nic.nsi.nasa.gov,on-linecalendar,electronicnewsletter

• Facilitate Research Collaboration on NSINIC Host
Common development environment for papers, sharing software, electronic journals

• NSI Information Tools Transfer

internet information tools, how to find software tools, network management tools,
data transfer tools

• Assignment of IP Addresses for Nobile NSI Users
TCPIIP access through configured terminal servers

• NSI Wide Area Information System (WAIS)
search and retrieval system which is question.based
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• *'" WE WOULD LIKE USER PRIORITIZATION INPUT ON THE FOLLOWING ....

• NSI NIC facilitated mailing lists on special Interest topics

• An Automated User Request Tracking System

(directly acessible by -sets v_ NSi)

• Improved telephone response capabilities

• Increased hours of staff coverage

• Increased reference capabilities, on-line & hard copy

• Increased use of on-line applications in Help Desk support

• NSI NIC Help Desk Newsletter (with FAQ, FYI, news, announcements)

• Training for NSI user community

L • Separate NSI User Services Meetings with open discussion

Tools on the Internet

ARCHIE archive server, 2 parts tndexer/mmrch, 900 anonymous FTP sites,
1.6 M files, works wl GOPHERNIAISNIWW
TELNET archle.sora.nst Iogin: erchie request 'help'

GOPHER hierarchical browsing tool, lull text, multi-media, TELNET, FTP, works w/
ARCHIE/WAISIWWW, TELNET consuitant.mlcm.umn.edu Iogln: gopher

HYTELNET menu-based hyprtoxt for.llnd!.ng rse_ou.r,_, Unix/WAS/PC
anonymous FTP #p.nut.odu alrectory, ,it

inlo (whoil, White pages,
KNOWBOT m_ter dlr_ory at directory ImcvlcII into gsth_rar,

X.500, MClmail), modil of h,_ore a_r, man,ted
TELNET nri.restofl.ve.us 1tm

PROSPERO dlsldbuled directories, virtual networked Ilia system, 7,500 systems In
29 countries, works with A I_HIF._ OPHER/WAIS/WWW
send mail to Info-_sn.eou

WAIS / SWAIS Ouary m--s store dmlX, m, Z_.S0 cllent/Nrvor modal,
muits come back with ..l___biil_._l/t_._i'media
wodm with ARCHIF./GOPHEWPm.mr: - Iogin: wais
TEL.NET quaks.think.©om or hub.nnsc.nsf.nst

WORLD-WIDE WEB hypertext Ixowsingto_ _ Unlx..s_._Mlcl,nto_h /
p_rovtdos accoos to lull text, mUltl*,,mwm, .....

ARCHIE/GOPHER/WAI$
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[Information Tools on the Internet 111

Internet-Acessible Library Catalogs and Databases
anonymous FTP nic.cec]f.net cerfnet/cerfnet infaqibrary_catalog internet-catalogs-mm.yyjxl

Libraries: Accessing On-Line Bibliographic Databases
anonymous FTP flp.unLedu library librariesJxt

Libraries: List of Contacts for Internet On-Line
Bibliographic Databases
anonymous FTP ftp.unLedu library libraries.contacts

WUGATE: Gateway to the Internet Libraries and More
US. Libraries in 38 states

TELNET wugate.wustl.edu login: library terminal type >> vtlO0

Campus Wide information Systems (CWlS)
Listof CWIS sitesin U_., UJC, Canada, Germany, Sweden
anonymous FTPftp._ura.net nic cwis.list

Tools on the lnternet ]1[Information

On-Line Internet Resource Guide_

MERIT

NNSC
(NSFnet Network
Service Center

NORTHWESTnet

anonymous FTP nic.merit.edu

directories interneVresources

Interest/publications

"lnternet Resource Guide"

anonymous FTP nnsc.nsf.net

in directory resource-guide

can be received via e-mall using

NNSC Info server by sending s note

to resource-guids-requsst@nnsc.nsf.net

"Northwestnet User Services Internet

Resource Guide (NUSIRG)"

anonymous FTP ftphosLnwnet.net

In directory nic/nwnet/uur.guide

start with file readme.nusirg
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IInformation Tools on the Internet |

On-Llne Internet Resource Guldes

NYSERnet "New Ussra C,.ideto Usefuland
Unique RNourcee on the Internst"
Version 2.0, anonymous. FlIP nyssrnm.org
In directory od/pubs/gumss
aloo
Menu-driven tour of resources In the guide
allowing transparent ao01Lss
TELNET nyssm_.org Iogm: nywvmw
password: nyervmw

SURAnet "Information Available on the Internst:
A Guide to Selected Sources"

anonym0us FTP ftP.n_ra.nst
I located In directory n

I -ru=,.,af "Uur's or,/of uter Networks",, ___ _ Directory Comp
I :, ,L,, S onvmous FTP emx.utexas.edu

k In dir_t°ry net°d irect°ry (87''8_) O

Misc Pointers to Information Tools

RFC 120 "l'here's GOld In Them Ther Networkst"

"7.eft and the Art of the Intemst: A Beginners Guide to the Intemet"
anonymous FTP ttp.ce.wldenar.edu directory pubrorenden zen-l.0.ps

FTP Anonyrn_)us Servers List
anonymous FTP pllot.nJln.nst directory pub/ftp-Iist ftp-Ilst

Interest Mall Distribution Usta
"List 04 Usts"
anonymous FTP ttp.nlsc.srl.com directory nstinto Interest-groups.txt

NETNEWS
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f
[Selected Topics from the Audience /

• Conference Support

• Advertising of the NSI NIC

• Info server authentication of software

• NSI Map, NOC statistics

• How to get applications software?

f
I WHOYOUGONNACALL? I

NSI Network Information Center

Code 930.6

Goddard Space Flight Center
Greenbelt, MD 20771

301-286-7251
(FAX) 301-286-5152

nsihelp@nic.nsi.nasa.gov
nsinic::nsiheip
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NSINlC Services
Future Possibilities

C. Wrandle Bart.h

April 1, 1992

HUGHES

HUGHES STX CORPORATION

NSIUWG • March/April 1992

Requirements-Driven Support
_8 8Yl _08PO_JlISJ

IR_ml o eOme_ulpd t 8OJ

Potential service awareness to feed user requirement process

Existing basic services
o Help desk
o New user documentation and mini-guides
o Outreach
o NONA
o NSi File Cabinet

Custom services

o Initially provided to support special requirements
o May evolve to become a basic service
o Example: Electronic Postal Facilities

VMue-added transport-agent services thai Lcan be provided on top
of traditional email without changing the user agent

PREOEi:)fN6 PAG-£ 8[.&,"IK ¢',_OT F.I!!IED
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Electronic Postal Fac.itJes

• Remailing
• Address query;, with fuzzy match

o F.xample: IFIbI-JOBB_,IIJ_I,,ROBZNSO)I/II_S'C'J['I'U'_ON,,CUlCY
• Distribution lists

o For official broadcast from f4w to many
o For distribution from any to all in group
o For closed-group discussions
o For open-membership discussions

• File archive of distributions with ability to order parUall
• Document ordering

o Email delivery
o Anonymous FTP/USTSERV style
o Abstracts
o Postal mail delivery

• Trouble ticket status
• Conference registration
• Message text transformation
• Other batch services from NIC

elI,IBAII _ GII_I_ISOII

m_dmQ e tlmmmml +_

HUGHES
Potential Future Services

,,qldllJt I IYll GOllqlm l_m

UaI, I_O + lllm_ulm+ I Ill

• Replicate�customize emerging services (WAIS, Archie, et el. )
• Provide utilities for session�presentation/application layers

o Distributed systems, RPC protocols, client/server systems
o Interim utilities for data transfer

- Compression, error checidng/correction, library utility, data
conversion

• Other OSI/GOSIP applications:
o MHS/X.400. VT, directory services, transaction processing, remote

DB, F'TAM, OOA, CGM/GKS, electronic data interchange, SGML
Educate users in connectivity protocols, software
o Client/server. among-peer protocols
o ToolkJts for protocol support
Emerging technologies
o X=-windows, remote visualization, interoperating databases,

multimedia conferencing
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Networking Subgroup Presentations
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The Program Support
Communication Network (PSCN)
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DECnet Phase V

Update
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/NASA

NASA/NSI UPDATE
DECNET/OSI PHASE V

ACTIVITIES

NSIUWG NETWORK SUBGROUP

APRIL 1, 1992

April 1, 1992 NS4UWG Network Subgroup
Space Scienco Laboratory I MSFC _

Unda Porter

f,,NASA
Phase V Update

New NASA Technical Group (DOT Group)

• DOT meetings - summary

• Current DOT actions

• ICCN

Phase V Testbed Activities

• MSFCIGSFC/DOE

NSI Activities

• DOE/EDWG

• HSDCG

Apdl 1, 1992 NSlUWG Network Subgroup 2
Space Science Laboratory I MSFC j

Llnda Porter
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/,NASA
Phase V Update

The DECnet to OSI Transition Group (DOT)
• Met twice - August 21-22, 1991 (UtUeton MA) and
January 30-31, 1992 (KSC, FL)

• Attended by technical raps from most centers, SPAN France PscS-nd-NI)ESA raps, NASA's general wide area network providers (NSI,

• Focus of first meeting:
"SURVIVAL TRAINING" - two day intensive bootstr0P workshop
on the three "lngs" - Naming, Addrssslng, and Routing.

(- ComlXehensive notes and slides available JUST ASKI)
- Results: More meetings...

April 1,1N;! NSlUWGNetworkSubgroup

• Focus of second meeting:
- DECdns (name service) primarily, then addreesing,.routlng
- Dan Anderson (JSC) elected chairman (it was unanimous)

st JPL- Next meeting in July
- Comprehensive notes and slides available (JUST ASKl)
- Results: 1) OECdns service supL_)orted by parUcipant centers -

will have running Ih 6-8 months (from Jan)

m,i I] fl Space Sctel_e Lab6ratory I MSFC _

3 Llnda Porter

/,NASA
Phase V Update

DOT ACTIONS:
1) write "cookbook" on DECdns naming and Implementation
2) subgroup to examlng RD boundaries in greater detail
3) work with Intercenter Council on Computer Networking (ICCN)

DOT STATUS:

1 cookbook in progress (no draft available)subgroup has yet to meet
DOT group now officially recognized subgroup of ICCN

Alldl 1, 1902 _ 141twork Sulbgluup 4

Sckm_ LIIbomlo_f I _ _

Umlm F_II_
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Phase V Update
PHASE V TESTBED ACTIVITIES

• MSFC/GSFC/Ferml National Accelerator Laboratory (FNAL/DOE)
contlnue Phase V testing (see map)
- Extenslve testing of DECdns, routing on varlous platforms (Ultrlx,

VMS, DR2000), Intemctlon of IS-IS on DR2000 wlth Clsco CLNP

OTHER ACTIVmES

• NSI continues collaboratlon wlth Energy DECnet Worklng Group
(DECdns namlng papers, general PV/OSI transltlon plannlng)
- NASA/NSI DECdns namlng paper In draft but avallablell (JUST ASK)
- NASA/DOE tranaltlon paper almost avallable (3 weeks - Update

from DECUS Aprll 1991 paper)

• NSI contlnuee work wlth HEP-SPAN DECnet Coordlnatlon Group
(Warren VanCamp wlll give summary)

HOW DO YOU WANT NSI/NASA TO INTERACT WITH YOU?

Space Science Laboratory I MSFC )

Apdl 1, 1992 NSRJWGNetwork Subgroup 5 Undo Porter

331



NASA/DOE OSl/Phase V test network

(snapshot of July, 1991 )

FNAL
Area 34

static 14.4 Kb/HDLC
link

LBL

" " "::.i_, "' :"';. " " ;" ..... .: "

Cisco router (ISO/IGRP)

Wonrtr: DEMSR based Phase V router "WANrouter 500"
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NSI DECdns Implementation

REQUIREMENTS

LOGICAL NAMESPACE

PHYSICAL NAMESPACE

TIME SERVICES

NSI NAME SERVERS

NSl SITE SERVERS

Apdl 1, 1992 NSIUWG Network Subgroup
Space Science Laboratory I MSFC j

Llnda Porter

NSI DECdns Implementation

REQUIREMENTS

• Single global namespace for DECnet Intemet (called OMNI)

• Coordinated time service for name services.

• Use X.500 recommendations, hierarchical (tree) name structure.

• Efficient access of the namespace by users - I.e. distributed
services.

• Autonomous management of sub-tree name structure.

Apdl 1, 1992 NSIUWG Network Subgroup 2
Space Science Laboralory I MSFC _

Unda Porter
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NASA DECdns Implementation
LOGICAL NAMESPACE
• Relies on X.500 recommendations for full names:

.US.<org>.<org-unit>...

Recommend names be kept SHALLOW
- Future requlrements may add levels for X.500 or GOSIP compllance.
- Names are for USERSI

Recommend acloptlon of Internet name (if applicable) for DECdns
names - minus the "top" level domain (GOV, EDU, etc.), e.g.

SSL.MSFC.NASA.GOV I, TCP/IP Intemet names
MIAMI.RSMAS.MIAMI.EDU J

becomes (X.500 recommendation DECdns objecl):

.US.NASA.MSFC.SSL 1, DECnet Internet PV names

.US.MIAMI.RSMAS.MIAMI J

Space Science Laboratory / MSFC J

April 1, 1992 NSIUWG Network Subgroup 3 Llnda Porter

fN A
NASA DECdns Implementation

LOGICAL NAMESPACE (Continued)

• Node object directory - contains name, address, tower information for
each PIV and PV system in network. Catch-all directory will be
created for NSI PIV systems (.US.NASA.NSI_NODE)

• Node synonyms (shod names) for NSI systems will be registered
In synonym directory for NSI/NASA (.US.NASA.NODE SYNONYM)
Local site synonym directories may exist. Node synon'ym
directories not shared between major network partners

• BacMranslation directories (for address to name resolution)
automatically created by namespace managers and registration
process.

• Hierarchical access control groups created for each level of directory
structure. Allows small group access to top levels of namespace,
centers access and control over own center level directories.

,,, What does all this look like?...

April 1, 1992 NSlUWG Network Subgroup

Space Science Laboratory I MSI=C _

4 Llnda Porter
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NSI DECdns Implementation
Logical Namespace Schematic for Names and Node Synonyms

<fooO,

/\
US CH

/% \
MIAMI NASA CERN

/ /1\ \
MSFC NSl__Ib No__S]mmr/m DXCSJIt

I \\
MIAMI SSL MIPSI LSUXOI LSUXOI SSL MIAMI

April 1, 1992 NSRJWGNelwod( Subgroup 5
Space Science laboratory I MSFC j

Uncle Porter

fN/_A

NSI DECdns Implementation

Logical Namespace Subtree for Backtranslations

4_OOl>

I
DI4A_BlcklmmkkM

/ \

/\ i \

/\ \ _ /
sl,4uwcolm_ ic

_1_ Ilak _ ;, ".US.NA.SA.MSPC.SSL"

(P,,n, av_oq )

(Local Am, dbwlor/)

(SoM,k m)

April 1,1992 NSlUWO Network Subgroup

Space Science Lal_ralory I MSFC J

LInda Portm'
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NASA DECdns Implementation

PHYSICAL NAMESPACE

• How the logical namespace structure is distributed over cooperating
name servers.

• Clearinghouses are files containing one or more replicas of
directories and their contents.

• Recommend at least two replicas of every directory.

• NOT recommended to replicate more than needed.
- Do not replicate on unreliable servers.
- Do not replicate in remote parts of network unless really needed.

• A few servers in global network (initially 4) will contain replicas of
the root ("."), .DNA_Backtranslation, .DTSS_.GlobalTImeServers.

April 1, 1092 NSlUWG Nelwork Subgroup

Space Science Laboratory I MSFC j

7 Unda Porter

fN/ A'

NASA DECdns Implementation

TIME SERVICES (DECdts)

• Used by DECdns to keep nameepece consistent.
- Also provides reliable time information to all DTS clerks on network.

(Most systems are clerks)

• Selected DECdts server system objects placed in
.DTSS_GlobalTimeServers directory (noncourlers)

• Sites select local systems (couriers) to time off of noncourler systems
in .DTSS GlobalTimeServers directory. Only two per LAN
recomme'nded

• DTS clerks (rest of PV systems on LAN) recelve tlmlng from courlere
on LAN.

April 1, 1992 NSIUWG Network Subgroup
Space Science Laboratory I MSFC j

8 Llnda Porler
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NSI DECdns Implementation
Logical Namespaca Access Control Schematic

.OMNI MGRS

.US.US MGRS

.IJS.NASA.NASA MGRS

•US.NASA.MSFC.MSFC MG RS SSL

Apdl 1, 1992 NSIUWG Network Subgroup

Space Sclenco Laboratory I MSFC J

9 Linda Porler

fNASA"

NASA DECdns Implementation
NSI/NASA WIDE NAME SERVERS

• Repllcate Important dlrectorles:

0th level Ist level 2n4 level

• _) J_A

3r4 IOVOI

_o ..._c

April 1.1992 NSIUWG Network Subgroup 10
Space Sclence Laboratory I MSFC J

Llnda Porlor
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NSi DECdns Implementation

SITE NAME SERVERS:

2rid level 3rd level (and bolow)

paree!

,trecter'el_-_¢lgl) ..s,,, :)_'_OOO ,.,NO(X_SYNONYI'I
rWlKIdN ,_.

e.g. "site" could be "MIAMI" (just below .US directory),
Miami uses area 3, "pivarea" would be %X0003.
"DVorefix directory" and "'pVarea" based on OSI style
N'SAP (as-signed by OSI address authority for U. Miami.)

Jqxll 1, 1992 NSIUWG Network Subgroup

Space Science Laboratory I MSFC _

11 und= Porter

/NASA

Addressing

ADDRESSING --'> GOSIP Compliance for NASA

•4---IDP -i_ --'_ DSP

i=i' 1 ,1 ,o l=.!
1 2 1 3 2 1 1 Ii 1

• Two AA's for NASA: 003400 (PSCN) 005900 (NSI)

- 003400 may _beNASA "private"005900 may NASA "public" (advertised to Internet)

• Centers may choose to use one or other AA, or may multihome
to both AAs. (Choice of AA to use does not affect reachability -
that Is function of routing.)

• Good overview is "Guidelines for OSI NSAP Addressing in the
Intemet", RFC 1173 by Colella, Gardner, Callon

Aplll 1, 1992 NSKr_G Nelwork Subgroup

Space Science Laboratory I MSFC _

Llnde Porter
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fNASA'

Addressing
DECnet Phase IV compatibility REQUIRES

. All systems reside same IDP+HO DSP (NSAP Prefix)
• All Phase V systems assigned "PIV compatible address"

,oP .o osP ,o SEt.

I ,_ I=I .-_,° I .. I
Ikal

- 470020 will be used In DECnet Internet (HSDCG agreement)
- Phase IV address is 7.39 in example for system SSL

If NASA adopts GOSIP, but PIV compatibility requires non-GOSlP
address (although a valid NSAP), how can transition proceed?

EASY (in theory): Assign system two addressesl (multlhomlng)
E.g. SSL uses address as above and GOSIP Compliant address:

1" I=1- i®=°°1=1=1=,°,l

April 1.11)il2 NSlUWG Ner.-ork Subgroup 2

0=.,,...I. I

Space Science Laboratory I MSIFC J

Llnda Porter

fNASA' Routing
IntradomaJn and Interdomain Routing considerations:
Definitions (pertinent routing layer protocols):

_! ISO 8473 (CLNP) defines packet format

ISO 9542 (ES-IS) defines exchange of routing Jnfo between End
system and intermediate system (a router)

ISO 10589 (IS-IS) defines exchange of routing info between
Intermediate systems within a Routing Domain
(intradomain)

Static Routing: tables used for exchange of routing info between
Intermediate systems between Routing Domains

(interdomaJn) IDRP in the future

Above routing protocols depend on CLNP for packet format in ISO.

IDP+HO DSP => defines boundary between L1 and L2 routing
for IS-IS. (Called area address ) Routing domain boundaries

can be set between areas, but not within an area.

I" I .oo., i'_'1 '° I
Liwel 2 Rouling _ _c_ Level 1 Routing

April 1. 11102 NSlUWG Network Subgroup
Space Science Llbomtory I MSFC /

3 Llmla Porter
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Routing

Intra-Domein Routing (IS-IS)
• Systems may not acquire more than three area addresses

(IDP+HO DSP).

Network Miimiger odgimd assignment

This BREAKS PIV/V Compatibility.

Note: IS-IS ape(: default is three area addresses. Recant spec change
raises maximum number of areas shared and is based on number of
area addresses that will fit in a "link state packet". However,

Implementations are well behind.

Space Science Laboratory I MSFC )

April 1, 1992 NSlUWO Nelwork Subgroup 4 Llnds Porter

/NASA

Routing
Inter-domain Routing
• desire to define boundaries beyond which do not wish to share

IS-IS (or other intra-domain routing protocol) Information - NOT
dependent on value of GOSIP "RD" field!l!

• - however, should only be set between IS's with different sets of
NSAP address prefixes. THAT IS - cannot set between sites

SHARING Phase IV areas (e.g. NASA site hub and University Site).

• Other issues:

- "Two hop problem" - ststic Information is not propagated through an
Intervening Routing Domain, therefore if primary path drops, backup

path (if exists) will not automatically be used.

not aulomalically used)

- Routing Rood Protection

Apdl 1, 1992 NSKRNG Network Subgroup

Space Science Laboratory I MSFC _

5 Llnda Porter
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General Transition Strategy
The "Rve Point Plan":

1. Create single namespace for DECnet Internet (OMNI)

2. Specify transition address structure

3. Encourage ES upgrade to PV, using OMNI and address structure

4. Upgrade the routing Incrementally

5. Define a timeframe to complete transition

April 1, 1992 NSlUWG Network Subgroup

Space Science Laboralory I MSFC _

6 Llnda Porler

General Transition Strategy

What is "Incremental" routing upgrade?
Upgrade routing In (DECnet PIV) area one area at a time
Upgrade all PIVL1 routers in area to PV all at once (this Is a RULE)
(but still running PIV Level 2)

• Then, can upgrade all PV routers to PV L2 routing. Requires setting
Interphase Static Links on area boundaries between
areas supporting PV/OSI IS-IS L2 and PIV routing protocols

issues: Non-DEC routers (Cisco, Wellfieet, Proteon...) and VMS
(host-based) routing (excluding cluster alias).

April 1, 1992 NSIUWG Network Subgroup 7

Space Science laboratory I MSFC J

Llnda Porter
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/,NASA
Issues

Goal Is to preserve PIV back compatibility durlng transition.

1. Multlhoming limitation restricts which areas may adopt more
than one NSAP address.

2. Flexibility required in planning to implement routing domain
boundaries during transition.

3. VMS host-based routers, non-DEC routers

Work
In
Progrells...

New NASA/SPAN and DOE/ESnet-DECnet Transition Strategy
due In three weeks on NSINIC. Look to NSINIC for other Interesting
(?) docs, too (like Namespace Implementation for NASA's DECdns
name servers, version 2.1 )

Alibi 1, 1192 IG NelwerkSubgroup
Spice ScienceLaborlleqyI _ /

8 Unda Perler

OSI (CLNP) Status

• CLNP (8473) support available on all routers

• IS - IS (DIS 10589) supported on backbone routers

• Static routing to support connections to other AA's

ESnet (005700)
NSFnet (FFFFO0)

• RD's available to all NSI sites

342



GSFC PV/OSI Future

• Allow new (production) systems to come up DECnet/OSI

• First new systems will be Ultrix and brought into
GSFCOSI:. NS

• New systems will be running production DECnet-Ultrix
V5.0 SW

• Set up a dedicag,_ DECdns nameserver in OMNI that hosts
OMNI:.us.nasa.gsf¢.

• Depending timing, we may host this on a WS until
dedicated platform has been procured

GSFC PV Future (contd)

• Replace WANrourer 500 (DEMSA) w/DECnis 600

• Bring up 061CLNP on WAN FW to talk w/WAN 05i
networks

• Work w/concept of bringing up GSFC area 15 to PV/OSI

at LII, set up interphase static links to WAN OSI provider,
turn off PIV on GSFC FW'

• GSFC then routes only OSI (and IP) off campus in WAN

343



GSFC PV/OSI Experience

• 1 VMS DECnct/OSI system (FT)

• 2 Ultrix DECnet/O$I systems (FT)

• Running FT NS GSFCOSI:. on DS5000/200

• WANrouter 500 (DEMSA platform) 15.1009 running Fir
at LI/LII

• FTAM and VTP applications up and running btwn DEC
platforms

GSFC Transition to PV/OSI

• Migrate all PIV host-based routers to dedicated routing
platforms (cluster alias only exception)

• Load all DEC routing platforms w/WANroutcr SW

• Run WANrouters at PIV LI/LI routing alorithms

• Non-DEC touters capable of IS-IS (or integrated IS-IS)?

• Check interoperability of NON-DEC and DEC WAN
routcrs
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GSFC Transition to PV/OSI (contd)

. Interoperability check above area 46 or extended address ?

• Cut-over to PV/OSI Link-State routing at LI (DECnet area
15)
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NASA Science Internet

Technical Update
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NASA's DECdns Nameserver

A current version of this text is available in

PostScript format from the NSI File Cabinet as:
NASA DECDNS IMPLEMENTATION. PS

- in th_ directory:
[_S. FILES. PROTOCOLS. DECNET. PHASE__V]

_CEDfNG PAGE BtANK NOT FILMED
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f

Brian Lev

Hughes STX Corp.

April 2, 1992

Presentation to the

NASA Science Internet User Working Group Conference

f
IThe NSI Online Network Aide (NONA) IWhy Build It?

Experience had proven that an on.llne system increased the
number of users who could be helped in any given period of
time without over-taxing human staff.

Rapid response needed to official assignment of NIC duties to
staff at GSFC, but immediate h/ring of additional staff to handle
extended workload was not possible.

Two systems already in use at GSFC for network user support
(8PAN-NIC and NICOLAS) were avaialble to serve as tostbeds
for NSI information and services.

Porting of an existing system would allow near-immediato ree-
ponse to the increased workload.
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f
The NSI Online Network Aide (NONA) iThe First Build

• NICOLAS chosen as "template" system
-- required no new purchamm, licensing, or staff training
-- guaranteed to work on existing platform(s)

• DFTNIC VAX 3250 chosen as host

-- wide variety of network links and protocols
-- already boeting NICOLAB

already managed by NHI UBO staff
bypassed wait for new NSl-purchued hardware to arrive

• Emphasis on rapid installation to fill gap in user services.

• Small-scale NICOLAS "clone" with emphasis placed on NSI, as

opposed to GSFC-specific, information.

• Relatively basic information server, relying heavily on NICOLAS
and the old SPAN-NIC to fill gaps in content and connectivity.

• Recorded just over 900 user sessions in one year.

f
IThe NSI Online Network Aide (NONA)Background of Current Version I

• Version 2 beta installed on NSINIC MicreVAX 3300 afar completion

of hardware's acceptance testing.

• Fully functional '_ilot" system opened for use by the NSI community
in time for the December, 1991 AAS Conference.

• Recorded roughly I00 user sessions in its first month of operation;
usage grew to 480 sessions in January, 1992.

• Over 740 user sessions recorded in February 1992.

• First phase of operational testing now considered as completed suc-
cessfully; system now ready for additions to become true Version 2
of NONA.

-- The old version running on DFTNIC wu taken off-line for the last time on
February I0, 1992.
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f
IThe NSI Online Network Aide (NONA) iChanges from First Version

• Now running on a newer, faster holt dedicated only to NSI
support.

• Uses improved driver software for faster response to user
input.

• Features user tracking that is both more comprehensive and
more transparent.

• Driver modifications allow simpler formatting of text files.

• User messages & problem reports now routed directly into
the NIC's Help Desk Email.

F TheNsi ioeNetwork de,NONA IWhat We Offer Now (Version 2 beta)

• °1tot News" about NONA, the NSI, or other items of importance.

• Instructions on using NON/L

• Into About the NSI and Other Nets
-- What Is the NSi?

-- NSI Program Objectives and Management
-- Acquiring N8I Connectivity

-- lnfo about the Internet and other nets (BITNET, THEnct, USENET, etc.)

• NSI Personnel for Additional Help
-- How to contact the NIC and NOC

-- Points of contact at individual NASA and E_A centers

• Help Files and Info
-- Automated Email matrix and dictionary d networking terms & NASA acronyms
-- Information & Instructions for the NSI File Cabinet

• Problem Reporting/Message Box Mechanism
-- Sends flaifged Email messages to the NBIHELP account and notifies NSI U80 staff

• Transparent "Q_ck Connects" to SPAN-NIC &NICOLAS _ j
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f
IThe NSI Online Network Aide (NONA) I

What We Offer Now (Version 2 beta) [

I HOWIT WORIL8

• Menu-Driven Navigation
-- simply choose desired option by number
-- plain English instructions for all steps
-- help for each menu available with "H"or "?"

• Can Leave At Any Time
-- from any menu, Q (quit) or X (exit) will log you out
-- when reading files, Q or X return you to the menu you came from

• Forgiving Environment
-- plain English error messages
-- available commands always on screen
-- can scroll text backwards one screen at a time
-- can refresh text displays with "R"
-- designed for VT100 "lowest common denominator"
-- designed to "fail gracefully" in worst-case scenario

The NSI Online Network Aide (NONA)
The Next Step: From "2 beta" to '_ersion 2.0"

• More & Better Information About NSI, such as:
Improved description of levels of service and usage guidelines

-- New information about USO, OPS, ENG, and SNP groups
-- All current information updated (e.g., project charter & organization,

staff, etc.)
-- Better description of how NSI differs from '_l_e Internet"

• More User Options, such as:
m White Pages interface
-- Transparent access to specific on-line resources (e4g., NSI File

Cabinet, OMNETs "Lists", PI-NET, etc.)
-- Addition of NICOLAS' wide-area functions (whois, finger, nslookup,

B1TNET lookups

• Inclustion of 8PAN_NIC Data Base
-- Completes inclusion of all SPAN_NIC offerings
-- Old system will be taken off-line when done

_ion About Other Networks O I
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I The NSI Online Network, Aide (NONA) I
The Next Step: From 2 beta to Version 2.0".

[wk.Yo.,ve..,d8or.r-

• So. far, respo.nses on the '_ONA Futures" question-
nalre, items m the NONA message box, and general
Email indicate that the NSI user community wants
further emphasis placed on:

-- expansion of the Email matrix
more information about other networks

-- more up-to-date NSI information
-- wide-area lookup functions (whois, finger, et aL)

direct access to contents of the NSI File Cabinet

The NSI Online Network Aide (NONA) |

Future Growth: Steps Along the Way I
• Growth of NONA will be based on user reouirements

• Possible Additions, 6 Month Tim.frame:

New complete "bmnchm" of 8NP and NOC Information (contactl,
charter, offerlnlp, etc.)

-- User reglatratioa for perlonalised Inf_rlction
-- NBR and RF8 status

i_rpanaion o(]rdmlii matrix

• Possible Additions, 12 Month Tim.frame:

-- New _rorlm" or _ oegmen*- i hi =Ask Harr2P
-- Ability for mmm to request specific information files for cleHves2v
w Add ARCHIE interfMe
-- Add USR and Trouble Ticket status

Fmli Intern_lve aeeem to NSI File Cabinet

-- Improved ties to other on-Hne resources (e4f_ ALEX)

I * Po.ible lZuture Additions I

l - cMZ¢laf_,_.._8_ i_ _itf_ to .Iger o_-H. systems I

-- Real-time delivery of requested files _ I
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nThe NSI Online Network Aide (NONA)Our Overall G0al: "Systemus Maximus i

• The following uwr-oriented capabilities are all considered part

of an '_ltimate" system:

-- 8ervee u "universal interface" for NfI on-line offerinp (e.g, White

Yellow Psg_m, ALE]L etc.)
-- rocognis_ and reproduces user's environment (X windows, text only, etc.)
-- offers both _ower miern (command line) and menu-driven interfaeea
-- provides for real-time contact with human operator
-- provides • "guided tour" of itself
-- registers users to pereonalize Interaction and build contact data base
-- utilises _knowbo_ or other i_rpert 8yutem/ArtiflcJal Intelligence •pprlmchN

to help •nticipate umens' needs while easing access to Informs•ion
allows users to browne contents of the NSI File Cabinet

provides on-demsnd delivery (via appropriate method) of all documents and
inform•tion av•ilable on-line

-- utilises 8p'aphieel displays where po_ible
-- utilize8 multimedia mail (voice, video, and text) for user-to4taff contacti in

real time

f

[How Do I Get to NONA?J

via TCPIP: telnet nsinic.gsfc.nasa.gov
Username: NSINIC

via DECnet: SET HOST NSINIC
Username: NSINIC
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WHO YOU GONNA CALL? I

NSI Network Information Center

Code 930.6

Goddard Space Flight Center
Greenbelt, MD 20771

301-286-7251
(FAX) 301-286-5152

nsihelp@nic.nsi.nasa.gov
nsinic::nsihelp

The NSI Online Network Aide (NONA)
Selected Foreign User Sites, 1992 I

Ben Gurion University, Be'er Sbeva, ISRAEL
DFVLR Oberpfaffenhofen, Weseling, GERMANY
Danish Computer Centre for Research and Education, Lyngby, DENMARK
ESA Villafcanca Satellite Tracking Station, Madrid, SPAIN
ESA-ESRIN, Rome, ITALY
Eindhoven University of Technology, Eindhoven, HOLLAND
Institut d'Astrophysique de Paris, Paris, FRANCE
Japan INET, Kyoto, JAPAN
Korea Advanced Institute of Science and Technology, Seou], KOREA
Max Planck Inatitut fuer Kernphy_ik, Heidelberg, GERMANY
Max Planck Institut fuer Plasmaphysik, Garching, GERMANY
McGill University, Toronto, Ontario, CANADA
Obeervatoi_ de Paris-Meudon, Meudon, FRANCE
Rutherford Appleton Laboratory, Chilton-Didcot, ENGLAND
Technion Univendty, Haifa, ISRAEL
Tel Aviv University, Tel Aviv, ISRAEL
Universidad NacionaI Autonoma de Mexico, Ciudad de Mexico, MEXICO
University Brunswick, Braunschwieg, GERMANY
Univermty of Alberta, Edmonton, Alberta, CANADA
University of New Brunswick, Saint John, New Brunswick, CANADA
University of Saskatchewan, Saskatoon, Saekatcbewan, CANADA
University ofTubingen, Tubingen, GERMANY
University of Waterloo, Waterloo, Ontario, CANADA
York University, North York, Ontario, CANADA
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Tutorial
on

X.500 and QUIPU

Peter Yee
Ames Research Center

April 2. 1992

m

#,at, ya. Ne'_.i St, tern Omd.pem, Ca,_ M/_ 2.U-la
m
mtam

apm,m a--..--

Audience

• Participants in the NASA X.500 Wh/te Pages Pilot

• Want- to - participants

• Hardcore X.500 junldes

Ify_ arenotoneoftheabove,thismay beboring!

_=, rm, _ .S=,,m=D_=_=_ C_,e ml/'&Z.t.l-II VR'- _m

F_R_ECE_N_ P,_,_I_BLAi_K NOT FH..MED
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The Directory: What is X.500

• A (potentially global) distributed database.

• Optimized for data searching and listing.

• Not necessarily as consistent as a true database system.

• An international standard for provisioning of
directory services.

• A floor wax and dessert toppings, all in one!

maw

X.500 Model

DSA
DUA
DAP
DSP

Directory System Agent
Directory User Agent
Directory Access Protocol
Directory System Protocol

Vm-" --dm
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X.500 Access

Referrals

Only when DUA can
connect to both DSAs

(network topology or
protocol problems may
prevent this).

mare

X.500 Access
m

Chaining
May be requested (advisory)
or refused (actual) by DUA.

Application Layergateway
service.

• Chaining and referrals may
used in combination.

• Mostly transparent to the
user.
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What's in the Directory?

Data is organized in a Directory Information Tree:

( c._ ) C c.,, )

Vm'--_m
_m,mamm

What's in the Directory?

Problems:

• Fails to address directly the needs of multi-national/
international organizations such as:

- United Nations

- European Space Agency

- International Business Machines

• Not always an efficient way to organize data
for searching.

t

_w Ym,Namrl Sma_ Dmbm,_ r.,,_,_MCS__la.lJ
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What's in the Directory?

Entries

• Every vertex and leaf node is an entry.

• Entries are made up of attributes.

• Attributes have types and values.

• Entries have object classes which determine the
attributes for the entry.

• Attributes are freqmmtly multivalued and always
ASN.I encoded.

• Attributes and object classes have unique
idenlifiers (OID's).

What's in the Directory?

Entries (continued)

* Entries each have a Relative Distinguished Name (RDN),
which differm_tiates them from other entries.

• The RDN is made up of selected attribute(s) from the
entry - depends on the object classes.

• An e_ttry is uniquely and globally idenUfied by its
Distinguished Name - the ordered concatenation of
the RDN's for the entry, starting at the root.

c=US@o=NASA@ou=ARC@cn=Peter Yee

_ ya..,va_ .r,_km Dmi_m_ G_,lwAOSr2.U-II Vm-" _m

mm._-
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I

QUIPU - EDB Format

m

._w Ya, _k Sem_ _ C,mW t_l/S:_.ll

4

Manipulating the Directory Service

Service Primitives

• Read

• Add

• Delete

• Modify

• Compare

• Search

* ModifyRDN

...m
sin,ms.m,
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Manipulating the Directory

Other Functions (DUA supplied)

• Bind

• Unbind

• Move

• Quit!

i

QUIPU - What's a QUIPU?

An implementation of X.500.

Requires the ISODE to operate.

Supports non-standard (because there are no such
standards) access control, replication, DSA maintenance,
and knowledge information.

Named for information storing strings used by the Incas.

._ ym,_L Sflmm C)md_,d C_np M/S:2.U-Zd
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QUIPU - Data Storage

• Entry Data Blocks (EDBs) used to hold data.

• EDBs are collections of all enlries residing at a single
level beneath the same point in the DIT.

• Replication works on a whole EDB (single level).

• May be copied between DSAs to enhance performance.

• Completely loaded into core memory during startup.

atom

QUIPU - Extensions

Replication

- Not available in 1968 standard (in 1992 standard).

- Two schemes supported through use of QuipuDSP
and InternetDSP application contexts.

- QuipuDSP copies EDBs in a single chunk.

- InternetDSP uses bite-sized chunks to improve
reliability in flaky nets.

Pew Ym, Na_k So_ D, mbVm_a C,_ M/_ 2.1_ il --m'--
a_.uam._
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QUIPU - Extenslons

Access Control

- Directory Standards specify how to authenticate users.

- Don't specify how to manage user access.

- Currently only simple authentication supported.

- Strong authentication soon (but may not be in this country).

- QUIPU defines ACI_ (Access Control Lists) for specifying
which serviceprimitivesmay be appliedtowhich
attributesand by whom.

- SearchACLs limittheextentofinformationretrieval-

prevents DIT "trawling."

QUIPU- Extensions

k

DSA Maintenance

- Orderly DSA shutdown.

DSA Information collecting.

- Disk/Memory Synchronization.

- Entry Lockmg.

- Replication Control.

- Data Dump.

-am--mGN
_mm m,bm
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QUIPU - Extensions

Knowledge Information

- Allows a QUIPU DSA to knew which entries it holds.

- Allows a QUIPU DSA to find entries it does not hold.

- Allows aQUIPU DSA tocontactoth_ DSAs.

- Knowledge Information is contained within
thedL,_-tory(neattrick!)

_ Ym, Ha'_k S_w_ D_,,mJ r-,,_ MIS, 233-11 _m

Mastering of Information

Becauseallsiblingentriesarestoredina singleEDB, they
areallmasteredby theDSA holdingthatEDB.

- This is a limitation of QUIPU, but it simplifies
operations greatly!

• Thus, all organizations within a country are mastered by a
__¢Lq DSA, for example.

- Requires cooperative maintenance.
- Newer versions of QUIPU allow DSA information

to be mastered by the DSA itself and shadowed by the
DSA above it.

- Confusing!

._w ym, _m_k S,,swm D,,,,_m.N G,_W _ 2JO-l# _m
_,mm m,m,
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Mastering of Information

Muter_l by Giant Tortoise

Shadowing of Information

Means DSA keep a copy of data that the DSA does
not master.

Done for speed and robustness.

Typically applies to levels above the DSA in question
(but could be lower).

.qurYm.x_.u,_ s_u_ _ CN,qp._S_Z.U-I# ai_ oa_ui_mm

roB.,...
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Shadowing of Information

lipton bt_ I

reals NASA
S4mmr

i

_ "co,Nem_ Smmo Dmlmm_ Qw_ A_ 2.U-II Vm" ,,.am

Immature

QUIPU - Information Storage under UNIX

• Uses UNIX directories to recreate DIT hierarchy.

• Forexampl_.
base directory: lu_letclquipuliguana

- root of DIT stored
C:US: lust letclqu/pu liguana Ic=US

O=-NASA: /usr / etc/ quipu/iguana/ c=US / o=NASA
OU=LeRC: /usr / etc/ quipu /iguana / c=US / o=NASA/ ou=LeRC

• This can make for very long path names:

• EDB for data under each vertex of the tree stored in its

corresponding UNIX directory.

• Same for EDBs contain/rig leaf m_tries.

._w ya, _,m,t Smm Dmlm,,_ OmipJWS_1U-l/
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QUIPU - Information Storage under UNIX

Remember, though, that the entry information for each
vertex is found in the EDB located one directory above
the vertex directory!

- IntormatJon on ou=LeRC is found in the

EDB residing in O=NASA.

- Information about LeRC per_nl_ is found
in the EDB residing in OU=LeRC.

! ..... VJpa,,_',,._t s,.,,,,_,q,.,_ c,m._, ".n
i i| ir i

QUIPU - EDB Format

1st line: MASTER or SLAVE.

- Indicates if EDB is original or copy.

2rid line: UTC timestamp

- Used to control replication.

- Updated every time an entry in the EDB is
added/deleted/modified.

Paa,,_'e, _m,_ S._m_ Dmblm,m* C,m._/NI/S-1._I| -m'-" aj.L_, -,-,--.
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QUIPU - EDB Format

Entries represented by consecutive attributes and
separated by blank line.

• Attributes are written as:

Type =Value

- Type isattributetype(instringform,notusuallyas an OID).
- Value isas appropriatefortheattribute'ssyntax.
- Specialvalue tagsof

{ASN} - ASN.I encoded value in hex string format.
{FILE] - external file refer_mce.
[CRYPT} - value is encrypted by a one-way hash function.

Vm-- _m

QUIPU - EDB Format

First attribute is the one used to make the RDN.

Multivalueattributesmay be on separatelinesor

joined- itdoes not matteT.

Objectclassattributedetermineswhat otherattributes
an _try has:

e.g.Personmust have a name (reallya "common name"
and surname).

Defined intheoidtable.ocfile.

hw y-,,_i_ [:)mkm.a,_C,_.e_Sc L_II
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QUIPU - EDB Format
I

_pwm h,,-,-

Running Your Own DSA

Obtain software

- from uu.pei.com, via anonymous FTP
- from Peter Yee

Build software
- instructions included

- assistance available from Peter Yee

• Install

- configure support files

• Obtain upper level data

- ask that Peter Yee person

• Obtain and convert local data

- roll your own (no standard data format available

within the agency).

- sample conversion programs available from previously
mentioned individual.
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Runnlng Your Own DSA

thenice,_ Q_U manual.

- Really should do this first.
Copy included with software.

- TeX

- Postscript

Take X-Td _urse when a_ble.

- _ m d_th tutorial on Q_U by its authors.
- Currently only offered in Great Britain.
- May be at Spring InterOp _)2.

In the meantime, visit the X_ demo.

- Try out different DUA's on different platforms.
Give Greg Brown a hard time!

7m--_am

Reading List

u i i

4

• The Directory-Overview of concepts, models and service,
(ISO/IEC 9594-1, CCITT Recommendation X.500)

The Little Black Book: Mail Bonding with OSI Directory
Services,
Marshall T. Rose, Prentice-Hall, 1991 ISBN 0-13-683210-5

ISODE Manuals

Volume 5, approx 300 pages all about QUIPU

The Directory-Selected attribute types
(ISO/IEC 9594-6, ccrrr Recommendation X.520)

• The Directory-Selected object classes
(ISO/IEC 9594-7, CCI'I'r Recommendation X.521

Fm--
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Support Information

PETER 'tEE
MS 233-18
NASA Ames Research Center
Mo_fett Reid, CA 94035-1000
(415) 604-3812
(FTS) 464-3812

SZvffP:_es.arc.nasa.gov
X.400: / g=peter / s=yee / o=nasa / prmd=arc / admd=telemail l c=_us/
X.500: c=US@o=National Aeronautics and Space Administration@

ou=Ames Research Center@on=Peter Yee
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GUIDELINES FOR
IMPROVING SYSTEM SECURITY

ON VMS SYSTEMS

NSI User's Working Group (NSIUWG)

April 2, 1992

Tencail

NSl ,_e_-.u_y Marmger J

COMMON VULNERABILITIES

IMPROPER PASSWORD PRACTICES

Password-Username

Default Accounts

- Trivial Passwords

ACCOUNTING NOT RUNNING

- VMS

X.25

IMPROPER FILE/DIRECTORY PROTECTION SCHEMES

World Readable/Writable

Permits Trojan Horses, Worms

• NETWORK ABUSE

qc_../4ip

PRECEDING PAGE BLANK NOT FN..MED 403
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IMPROVING SYSTEM SECURITY

HACKERS ON NSI SITES

• DIAL IN

• NPSS (X2S)

• TCPtlP OR DECNET NETWORK (NSr)

TypICAL I-_CKIFR ACTIVITY"

• TRY TO GUESS PASSWORDS

• EXPLOIT GUEST ACCOUNTS THAT ALLOW OUT OUTBOUND ACCESS

• SEARCH FOR WORL_READABLE SYSTEM FILES

f
IMPROVING SYSTEM SECURITY

CURRENT VULNERABILITIES BEING EXPLOITED

• TFTP (U_ if • node m • I=oot.m'veO

NIom lies m be read/col_ed wlo_ _eOfying • u_md/paaaw_d

• GAINING ROOT ACCESS VIA EXPLOITING UNPATCHED BUGS

• TRIVIAL PASSWORDS
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IMPROVING SYSTEM SECURITY

5

EQUIPMENT SECURITY

• LIMIT COMPUTER ROOM ACCESS

• LOCK SYSTEM AND WORKSTATION CONSOLES

• LOG OFF UNATTENDED TERMINALS

• LOG OFF UNATTENDED NETWORK CONNECTIONS

IMPROVING SYSTEM SECURITY

ACCOUNT MANAGEMENT

s

• ACCOUNT REQUEST FORMS

• ONE PERSON PER USERNAME

• DEACTIVATE ACCOUNTS UPON USER
TERMINATION OR TRANSFER

• EFFECTIVE USE OF UIC_ROUPS

° ACCOUNT UAF RESTRICTIONS

- TIME OF DAY
- LOGIN-CLASS
- CAPTIVEJRESTRICTED
- DEFAULT CLI
- CUSTOMIZED DCLTABLES
- CPU TIME AND ACCESS TO BATCH QUEUES
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I MPROVING SYSTEM SECU RITY

PASSWORD SELECTION AND MANAGEMENT

• ADEQUATE LENGTH

• DISABLE PASSWORD RE-USE

• NO COMMON WORDS

• NO PROPER NAMES OR ACRONYMS

• USE NON-ALPHABETIC CHARACTERS ($,_)

• ADVOCATE PASS-PHRASES

f
IMPROVING SYSTEM SECURITY

SECURITY/ACCESS CONTROLS

PASSWORD ADMINISTRATION

• SYSTEM PASSWORD

• SECURE_SERVER

• SECONDARY PASSWORDS
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IMPROVING SYSTEM SECURITY

SECURITY/ACCESS CONTROL _

BREAKIN DETECTION

• SYSGEN /LGI PARAMETERS

• VMS AUDIT COMMANDS

$ SET AUDIT/ENABLE=BREAKIN=ALL

$ SET AUDIT/ALARM/EABLE=LOGIN=NETWORK

$ REPLY/ENABLE=SECURITY

$ SHOW INTRUSION

IMPROVING SYSTEM SECURITY

SECURITY/ACCESS CONTROLS

FILES, OBJECTS AND DEVICES

• UIC-BASED PROTECTION

- DEFAULT SHOULD BE (W:NONE)

• ACCESS CONTROL LISTS

- MONITOR ACCESS TO SENSITIVE FILES

- ALLOW/RESTRICT ACCESS TO RESOURCES

- CONTROL EXTENT OF ACCESS BY NETWORK USERS
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THEOECNET-INTERAET

EVERYN00E H,_ AUNIOIJE
PCN'_AN0 ADORESSCONSISTI1'43
OFAN ,4_'A Nf,JH_'R AN0 A
AIX:E/¢IHBER OFTHE F01_:

AREA.N00E

Ex: 2.1 1

WHICH TRAi'_.ATES INTOA
UNIOUE tNTEGERAOORESS
8VLlSlNG_ FOR"_A:

(AREA"1024) • NOOE

EX: 2059::

$ SHCTw'TtP'IE
r I-SEP- 199r I _J2.5._

\
FILTERING UNKNOWN NODES

83 I

AREA
NLI_mR

NOOEN:)DRESS

ir_3

J
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/"- CONTROLLING NODE ACCESS WITH NCP

NCP>SET NODE EAGLE ACCESS BOTH

NCP>SET NODE EAGLE ACCESS INCOMING

[MYNODEI : [EAGLE I

NCP>SET NODE EAGLE ACCESS OUTGOING

NCP=.SET NODE EAGLE ACCESS NONE

f

$ TYPE REMOTE "USER PASSWORO":: FILE.EXT

$ TYPE REMOTE::FILE.EXT

SDIR REMOTE::

SCOPY ,JFILF_ REMOTE::

.-_1 _ET_ I
R LOG

-_ _ L,[USER]

kg.C,_..U.g.._ EEU.O..I:P..If..O.DZ
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VAX/VMS V54 on node FCXDBAR 14-SEP-1992 09:41:39.09 Uptime 1 23:12:59

Pid Process Name State Pn UO CPU Page fits Ph. Mere

20600200 NULL COM 0 0 0 07:01:45.32 0 0
20600201 SWAPPER HIB 18 0 0 00:01:24.32 0 0
20602002 PERIDOT LEF 14 354 0 00:00:01.00 1192 769
20600206 ERRFMT HIB 8 4258 00OO0:0928 73121
20600207 CACHE SERVER HIB 16 830 00_0000.16 60112
20600208 CLUSTER_SERVER HIB 9 720 0000:0327 119 308
20600209 OPCOM LEF 14 4687 0 0OO0:14.49 6001 235
2060020A JOB CONTROL HIB 9 55765 0 00_03:06,67 200 351
2060020B CONFIGURE HIB 13 280 00:00_00 09 101 150
2060020F SYMBIONT_0001 HIB 9 674 0 00:00:02.93 5016 76
20600211 NETACP HIB 10115381 0 00:07:05.26 1146 1066
20600212 EVL HIB 4 365212 000:07:11.38 353897 140 N
20600214 REMACP HIB 9 2934 0 00:00:03.13 98 89
2060203B DSMITH LEF 4 1389 0 00:00:09.04 5295 338
20600217 SERVER 24120 LEF 14 956 000:00:05,79 4397 282 N
2060044F OPERATOR LEF 14 4101 0 00:00:15.62 8251 276
20602051 BLAKE LEF 4 334 000:00:02.29 964 339
2060106D SERVER_106D LEF 14 1952 0 00:00:03,96 2390 290 N

NETSERVER$TIMEOUT

• Length of time "server" processes live after object termination

RECOMMENDATION

$DEFINE/SYSTEM/EXEC NETSERVER$TIMEOUT "0000 00:00:00.01"

• Each network connection in its own NETSERVER.LOG

• VMS Accounting Record for EACH Network Access

• Process creation each time a network object invoked
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17

f
NETSERVER.COM

• Invoked each time • new"server" process starts up

• Services Incoming network connections for an object

• Waits for NETSERVER$TIMEOUT or 25 Connections

Multiple Connections per NETSERVER.LOG

• Purges NETSERVER.LOG

RECOMMENDATION:

Comment out the line that Purges NETSERVER.LOG

('This change not supported by DEC)

f
SYSSS YSTEM:NETSERVER.COM

o

$ n: PEXMA_,'F.NT_.',;E'I3E:]RVE]t COUNTE]t.LT.2S _ COTO LOOP

S __N_'TS_IVI_R_COUN'TE_. 0

$ SET NCX3N

S D_SSIC_ S_SSO_T_r

S D£]TNESYS4OUTi_/T N£'_ULOC

S Wl_l_ SYSIO_'T .-NE'tSE_VlE_.C_ - N'£W Vl_SION C]UEA_ •' _ )' -

S SETON

$ CX3"IO I.C_P

S f

S _RSTT1MET_-_OU_ P',Ji_OLDI_CS.

S '.,M.SO, SE_ _ "tHEI_ AX_ ANY PE2U4A_'I_N"L" :_Z33E_,Yl_ sLcrTs OP1EN_

S!

I'TA]t'tIJ1P_Nk-I'SE]r, rE_

S ST__FLAC = "N"

w_RSF.,,_C_ ]G'I ._I_-- _- i _i!i_i:?_! :i__
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f

PROTECT NETSERVER.LOG

• Deters unauthorized browsing/deletion of NETSERVER.LOG

• Impossible to completely"cover one's tracks"

• Suggest (S:RWD,O,G,W)

NETSERVER.LOG PROTECTION

[ - N'EI'SERVEB.LOG p_ected 6_RW_D, O:RWED, C:R.E, W) -]

L-{D(ECNE'F] _s _'_ flkDI

DELETE ROBIN : : NE'rlMERVER.';"

%DELETE-W.FILNOTDEL. _ _ele_ng ROBIN: : DECNET$ : [FAL]NETSERVER.LOG;39
.RMS-E-FLK. file cummtly _ Wa_olher user
%D_LETE-I-FLDEL. FK;)BIN : : OECNET$ : [FAL]NETSERVER.LOG;38 deleted (8 blocks)
%OELETE-I-TOTAL. 1 fie (lelemd (8 I_od_)

TYPE ROBIN : : NETSERVER.LOG
. e e e e e i o _ o e e e e e e o e e o e e e _ _ _ o e e m o e e _ "

_t _ ad I-MAY-11mO 13_0:_1Q,1|

(ram _ _ t.A/RK : : "_,11NCATI °

f_ _ _Y_II,SY_I_X)T : _YSEXE_AL..COM"
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NETSERVER.LOG PROTECTION
(Cont.)

_ZZ_ZZ_ZI_

FAL V04-000 started execuDon o_ 9-MAY-19g0 13:50:39.57

wlm SYS$NET. LARK : : "0,,TENCATI " and

wi_h FALSLOG - 1

Reu|ted file aocess ol>_'non: Open File

Seeclfled file: DECNET$ : [FAL]NETSERVER.LOG; 39

DAP smUJs code of 4030 gee,ereted

ReQuested file access ope*'etmn: Erase File

Sl:_cified file: DIECNETS : 0FAL]NETSERVER.LOG: 39

DAP STan's code of 4030 _r_ated

ReQuested I_le access ot0era=on: _ File

Speofied file: DECNET$ : [FAL]NETSERVER.LOG;38

Resul_t file: DECNET$ : [FAL]NETSERVER.LOG;38

Ftle access wu terrmnatecl w_ O(.T bet set on close

USING FAL$LOG TO ENHANCE AUDITS

UNDOCUMENTED FEATURE (Debugging?)

Inserts extended information into NETSERVER.LOG

Bit-mask (Best defined as a character string):

Bit 0 - Enables logging of Filename(s)
Bit 1 - Enables generation of throughput statistics
Bit 2 - Enables togging of DAP messages
Bit 3 - Enables logging of xmit and recv AST completions
Bit 4 - Enables logging of xmit and reot QIO requests
Bit 5 - Reserved
Bit 6 - Disables DAP message blodting
Bit 7 Disables DAP CRC error ¢heckmg
Bit 8 - 31 Reserved

Examples:

$DEFINE/SYS/F..XEC FALSLOG 1

SDEFINE/SYS/EXEC FAL$LOG "3/DISABLE=8"

(Disables "poor man's routing')
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f
NETSERVER.LOG PROTECTION

(Recommended Setting)

[ - N'ETSERVER.LOG protected (S:RWED, O,C,W) -]

$ DELETE ROBLN" :: NE'rsERVER.LOG,"

Error deleIL_ 8 ROBD; :: DEC'%'E'T$ : [FAL]N'ETSERVE_.LOC_
Insu._a4mt prw_leSe or r_ prote,.--_on vmlatio_n

STYPE ROBI2q :: N'E'I'SERVER.LOG

.........................................

Corlnoct request received st _-MAY-1990 16:02:07.51
from remote _roceu LARK :: "0,,TENCATI
for oOloct "SYSSSYSROOT : [SYSEXE]FAL.COM"

wrtl_ SYSSNET. LARK : : "0,-TENCATI "
wntr_ FAL$LOG = I

Requeste_ file access ooerlDon: Ooen file
S_<:fhe_ file: OECNET$. [FAL]NETSEERVER.LOG:69
OAP sr=rus cocle of 40S5 generated
m _m m _ mmm mmumm m_ mm mm m_m_m mmmmm mmm_

f
DEFAULT DECNET ACCESS

$ DIR ROBIN : :

D_roctorf ROBIN : : DECNET$ : [FAL]

LOGIN COM:32767 NETSERVER.LOG;2
SPANLOG.COM;32767 STC.BAK;32767

Total of 7 files

$ TYPE ROBIN : : NETSERVER.LOG

NETSERVERLOG;I NOOE INFO L15;32767
STC046.A:32767

-------........................

CotlN¢l ro0utl! roclfvld II 3-MAY- IIRO 14:10:41.46
from remote DrOCeall LARK : : "0-TENCATI "
f_ oO)O¢1"SYS$SYSROOT : [SYSEXE]FAL.COM"

eeoc ee_eeeoe_eeoee.eeeeee.l._e

[- - Addir/onal #nOonrae_n Provided by FALSLOG - -1
m IB a IB IB mm m m am m m IB i _ _ m m mm m m w i mm m m m e iN m m IB mm m

FAL V4.8-O0 smrtod exooJ_On on 3-MAY-1990 14-18:45.19
w_m SYSSNET. LARK : : "OIBTENCATI " and
wm FALSLOG.

RoclueSt_l file access ol>emaon: C)ifK_ List

[FAL ]LOGIN ,C0M:32'767
AL]NETSE RVER.LOG;2
AL]NETSE RVER.LOG:I
AL]N(X3E INFO.LIS;32787
AL]SPANLOG.COM;32767
AL]STC.BAK;32767
AL]S'rCO_.A:_Te7

Sl)eOfled file: ".';"
Rosultan! file: DECNET$

Result=m! file: DECNET$
Rosul!,lm! file: DECNET$
Resullant file: DECNET$
Relullant flio: I_ECNETS
Rosultaml RIo: DECNET$
Resullw_t ,'lIo: DECNET$

FAL torm,na_od oxeculJon on 3-MAY-1990 14:10:47.16

mum IB IB IB mm a mm m m m s m m u m u Im m m mm g m _ m m mm IBm
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POOR MAN'S ROUTING

II DIR ROBIN : : LARK : : °.';"

D_rec_o_y ROBIN : : LARK : : [DECNET]

DTR.LOG:S3 EXENET.COM;1

MIRROR.LOG;4 NETSERVIER.LOG;1575

NETSERV1E R.LOG._I2 NML.LCG;17

TTA4.MEM;t

Total of 13 flies.

FAL.LOG;80
NE'T.SER VIER. LCX] :1S74
NT.LOG;I

LOG_N.COM :3
NETSERVER.LOG;1573
TMPCLE.LOG;3

IrTYPE LARK : : NETSERVER.LOG
................................

Connect rlKIuest r_fved at 9-MAY-1990 13:19:31 44

from remote _o_ss ROBIN: : "0-DECNET " for
o01ea "SYS$SYSROOT : (SYSEXE]FAL.COM"

........................ .... ....

25

f
POOR MAN'S ROUTING

(CON'I')

[ - - FAL$LOG Set to "I/DISABLE = 8" on Robin - - ]

(FROM LARK):

$OIR ROBIN : : EAGLE : : ".';"

%OIRECT-E-OPENIN, Error o_mBng RC_IN : : EAGLE : : "';" as input.

-RMS-F-NOO. Error in node name

$TYPE ROBIN : : NETSERVER.LOG

................................

C_nrm¢l r_st receNe<l at _.MAY.19gO 1319:31.44
f_om remote Woceu LARK: : "0-TENCATI

rot oOlecz "SYS,$SYSROOT : [SYSEXE]FAL.COM"

;_.v_.;_;,'='_,'._;_ ;_";_',',;o" ;; ,;:_;.,',
w_ SYSSNET - LARK : : "O-TENCATI " and

wilh FALSLOG . 1/OISABLE,,,8

RequezZ file ic_, operation: Directory LJsz
SpeoSed file: EAGLE : : ".':°

OAP sm_s code of 40_ genermed
mmmmmmmmmmmmmmm mmmmllmm mmmmmmmmi

2S_
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SELECTED DECNET/DAP STATUS CODES

DAP CODE CormupondmE VMS Error Memal_.
............ . ........................................................

401D :

401E :

4020 :

4030:

4032:

4055:

4086:

4097:

1007 :

1009 :

$D60 :

Error m 13ev_ Name of Iflaplcwo_rtste [_'vLCe...

Error m Dm_m'y Name

[X....eory.',;orr.o..,_
File Lock_ by A_oth_ U_
File _ Fo_d

Itutu_rft_mt Privi_t or _ Protec_on Violation

Invalid C_al_eI (Poor Man's Rou'_ s Attemptedl Otub[ed.)

_Symax En_r m RI_e

)
/ Ralated to Se_ll .Mall A_ Node

"File Access was Termmaugl with No BitsSeton Q_"

Acrid was Tm-mmstad w_th DLT Bit Set on C_=41"
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SIlO WSYS. CO&f:

$ DEFINE SYS$OUTPUT SYSSNET
$ SHOW SYSTEM

$ EXIT

$ TYPE EAGLE="0=SHOWSYS"

- REQUIRESTHAT THE TASK O_llECT BE PRESE_,'r

NCP> DERNE OB_CT SHOSYS NUMBER 140

FILE ddcu:[DIRISHOWSYS.COM USER FRED PASS pas_.,ord

$ TYPE EAGLE="140="

- DOES NOT USETHE TASK OBJECT

f
USING SEPARATE OBJECT USERID'S

Each object gets its own VMS accounting record

Objects can be assigned identifiers for use in ACL's

Removal of userid/password from Executor database

Define each object with NCP:

Example:

NCP,O_me Oe_CT FALUSER F_. OSJ pAsswo_ xYzzv
NCP>0EFINE OBJECTMAILUSERNE_'USERPASSWORDPONEYEXPFESS

A configuration option under VS.2 and higher
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DECNET OBJECT DATABASE

Known Object Volatile Summary as of 2-MAY-1989 20:21:13

Oblect Numlmr

IMOM 0
INK3ONF_G 0
$'TASK 0
SMIS_E RVER 0
TASK 0
FAL 17
HLD _8
NML 19
REMACP 23
MIRROR 25
EVL 26
MAIl. 27
PHONE 29
DOMF 3O
CTERM 42
VPM $1
SPMBREMOTE 6O
DTR s3
FINGER 117

FIIe_ID

SY S,SSYSTE M:MOM.COId
SYS_SYSTIEM:NICONFIG.COM
SY SMdANAGE R:TAS_ LOG .COM
2020000C
SY S_AAANAGE R;TASKLOG.COM
SYSILSYSTEM:FAL.COM
SYSSSYSTEM:HLD.COM
SYSSSYSTEM:NML.COM
20200094
SY SSSYSTE M:MIRROR .COM
2O2O0O92
SYStSYSTE M:MAIL SERVER.EXE
SYS$SYSTE M:P_.COM
SYS$SYSTEM:DDMV.COM
2O2OOOO4
SYSllSYSTEM:VPM.EXE
SY SSSYSTE M.SlUg,_COEL ECT EXE
SYSSSYSTEM.OTRCOM
FINGERSDIRE CTORY :FINGE R.EX

UwcM

DECNETUS_E R
DECNETUSER

NET NML

FAL
DECNETUSER
NIE'T_NML

DECNETUSE R

NETMAIL
PHONE
DECNETUSER

NE'T_F INGE R

DEFAULT PWO

_FAULT_-F_RK)

RESTRK;T_GCESS

FAL USE PWD
DEF-AU#._ PVWO
RESTRICI=$ACCE SS

DEFAUt.T_Ia_ND

BILL COt.LECTOR
BUSgS,SIGNAL

DIEFAULT_PWD

ALLSTHUMBS

J

CONNECTION SUMMARY

{INBOUND REQUEST)

USE EXPLICIT ACCESS STRING

USE DEFAULT OR SPECIFIED PROXY

USE OBJECT-LEVEL USERID/PASSWORD

USE EXECUTOR DEFAULT ACCESS INFO

"Login Inforrnatlon Inwiid at P,w.ol_ Node"
+

LOcal Login Failure Record

J
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SAMPLE UAF RECORD
Usemame: DECNET Om_ec DECne! Defaun
Account" NETWORK UIC: [376.376J (IDLECNE'T'])
CLI: DCL Trees:
LG ICMD: NL:

Login FlaQs: Dm¢l_ Loc_ Res_c_lKI
I_mary clay'l: Mort Tue Wed Thu Fn
S,_dary OWs: Saz Sun

PnnMiry; 000000000011111111112222 Se_3ndlry: 0000(X)000011111111112222
Dly H0ur_ 012:34S6789012345678gO123 Dly HOuri 01234,_78g01234567890123
Nelwo_: Wk#Wli:ull =-_-__ _-'__"-_-__-_-_- IkWY_J:J
Bl_h : NO AO_ul No Accmm
Local: No Aoceu No Aortas
Omlup: No Aor.ess No AocNs
Remora: No Aoceu No Ae=mMB

Exl_ml_on: (rmne) Pwen'_nm'_um: 6 Logm Fad,,: 0
P'wdMe0me: 180 00:00 Pwdc_: B-FEB-1980 17:00
LIMIIL_I¢I: 4-NOV-198g 12:41 (illMI£BvI)0 14-SEP-lg_) 11:00(nof_nlmIc_te)
kb_lol_6: 0 Fiilm: 120 Bytlm: 20500
MIJt ar._o_l: 0 S/'_r'flllm: 0 P_lm: 0
Maxdem¢_: 0 BIOIm; 18 JTQ uOl_ 1024
I=l'c/m: 0 DIOk11: 24 WSd_. 1024
Pno: 4 ASTlm: 24 WSQuo: 2048
Ouegno: 0 TOEim: 10 WSexmnt: 2048

CPU: 0 00:01:00 Enqlm: 400 I:_flquo: 16000
AuexX_z_ Pnwleges:

TMPMBX NE'TIvlBX

I_fau_ Pn_kz_es:
TMPMSX NETMBX

• Every Network object should have a

_parate Uurld with the above /

configuration. (Unique UlC'e) /

f

I

[DECNET]

t
I FINGER I

[SYSTEM] [NE'TMAIL] [FINGER]

I I

[PHONE]
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LOGGING NETWORK CONNECTIONS

Provides hardcopy proof of connection

Easier monitoring of DECNET sctivlty

Suggested Implementatloml:

$SET AUOiT/ALARIWiENABLE.LOG _

{Exnc:_le vn_ SE_UI_I',C_M

k4mkein LGICMD fileeed'_M)iea "tAer"rune:

SUeer . FSLog_al('SYSSREM_IO')

$node. FSLogical('SYSSREM NOOE')

SReque4Vl"o. NeMork -

"NetworkConnea FromNode'Noele_Jw'UW"

gent

J

f NETWORK AUDIT TRAILS

S SET AUD]TIALARM/ENABLI_LOGIN-NETWORK

%%%%%%%%%% OPCOM 3-MAY-1990 10"25.'00.51%%%%%%%%%%

Security ,k.larm o_ MYNODE / Network LoS_
Tiaw.. 03.MAY-1990 10.25.-00.46
PID:. 00001F6S
User Name:. NE'r_FAL

5.143 EAGL£_TENC._I

UA_ > MOIDI]FY NET_FAIJLGICMD-N1ET_LO_COM
NC_ SET OIIJECT FAL USEIt NET3AL PASSWOID <pmmeemb

%%%%%%%%%%% OPCOM 3-MAY.1990 10:25._3.74 %%%%%%%%%

MeBKe fzom _ NI_ FAL on MYNODE
FAL_I=_390,Network Connect From Node:.EAGLE, Use'n_me: TENCATI

x_ J
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Oella

IO-MAY-M
IO-MAY-S5
IO-MAY-M
IO-MAY-M
_O-MAY-M
IO-MAY-M
IO-MAY-M
IO-MAY-M
IO-MAY-U
IO-MAY-U
IO-MAY.M
IO-MAY.M
IO-MAY.M
IO-MAY-M
IO-MAY-_
IO-MAY-M
IO.-MAY-M
10-MAY-M
IO-MAY-M
10-MAY-e8
10-MAY-M
10-MAY-88
IO,-MAY.,U
IO-MAY-M

Sample Output From NETLOG.COM

Start Remaa Remma C4mn_
Tim Node Uwld Time I,Im_me

07:53:42 HAMLET 2060012C 00:00:35 NETMA IL
07:53:54 WRF DLINKERT 00:00:53 NETMAIL
07:53:27 MARVAX DECNET 03.00:27 FAL
06:00:31 MARVAX DECNET 03:00"41 FAL
07:5e,:03 IFLAG2 00000422 03:0e:07 NETMA IL
oe:o2:se JPt.RAG OLSEN 03:01 _ OLSEN
0e:03:25 MARVAX I_ECNET 00.1)1._ FAL
08:05:25 MARVAX DECI_T 03:03"_11 FAL
04:28:34 UCMBO 21003094 00:00:211 N_rMAIL
06:38:50 LAMPS KWAIGHT 00.'00:19
06:36:40 CASS01 00000110 00.'04:29 NETMAL
06:48:03 JPt.MAD PAULSON 03:00:18 PHONE
03:04:45 LOCK HACK 03:00:21 NETMAIL
09:06:0e LOCK HACK 00.'03:12 NETMA IL
09:12:20 DIRAC2 KERR 00:02: Ca NETMAIL
09:15:24 ASD LEHMAN 03:03:21 NETMAIL
09:19:14 EROSA SYSTEM 03.'00:11
09:20:56 JPLRAG SYSTEM 00:00:53 NETMAIL
09:21:26 HAMLET 2060412B 03._0_ NETMAIL
09:32:19 SWRI 0000078C 00:00:34 NE'rMAIL
09:46:21 JPLSP BGOLDSTE IN 00.'03:44 NETMAIL
09:31:57 CYCLOP 00001D9C 00:30:22 NETMAIL
11:52:39 NSSDCA CROMP 00:00:44 NETMAIL
15:23:39 LHEAVY 0(XXX)4AA 03:00:443 NETMAIL

M_I
Mail

M,.I

<Logln=.

M.=,I

M..I

M,-I
M=I
M=,,I
M=I

Mml
Ivhl
M=I
Mml
1,4=1
Mad
M.,,I

J

f
IMPROVING SYSTEM SECURITY

38

IMPROVING SECURITY - GENERAL

• USE PAS_PHRASES

• REQUIRE PASS_ORDS ON ALL ACCOUNTS

• ONE ACCOUNT PER USERNAME

• GENERATE AUOi'r TRAIL (ACCOUNTING) DATA - REVIEW DAILY

• INSTALL PATCHE S AS THEY BECOME AVAILABLE

• RUN SECURffY "TOOLKIT" SOFTWARE

UNIX: "COPS" VMS: "SPAN TOOLKIT"

• REPORT INCIDENTS WHEN THEY HAPPEN

J
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IMPROVING SYSTEM SECURITY

IMPROVING SECURITY - VMS

• NO TASK OI_JECT

• SEPARATE USERIOS FOR DECNET OBJECTS

• USE NETSERVERSTIMEOUT AND FALSLOG TO ENHANCE AUOrr TRAILS

• USE ACCESS CONTROL LISTS

• RESTRICT FTP TO PARTICULAR DIRECTORY

• USE PSI_SECURITY TO FILTER X25 CONNECTS TO/FROM VALID OTE<J ONLY

f

INCIDENT HANDLING

• DO NOT REPORT NSI/NASA INCIDENTS TO THE "CERT"

• USERS SHOt.q..D REPORT ANY ANOMALY TO THEIR SYSTEM ADMINISTRATOR

• SYSTEM ADMINISTRATORS SHOULD REPORT ANY SECURITY INCIDENT TO THEIR
DPk_SO

• IF INCIDENT INVOLVES AN EXTERNAL SITE, REPORT IT ALSO TO NSI-SECURITY

OFFICE. SECURITY_)NSINIC.GSFC.NASA.GOV

• NSI SECURITY OFFICE ISSUES SECURITY SUU.ETINS TO NSI COMMUNITY VIA
ROUTING CENTER MANAGERS AND NASA AIS CONTACTS

J
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IMPROVING SYSTEM SECURITY

SECURITY MANAGEMENT TOOLS

41

• NSI SECURITY BULLETINS

• PASSWORD MONITORING/COMPLIANCE SOFTWARE

• DECNET CONNECTION SUMMARY REPORT GENERATOR

• PSI ACCOUNTING

• PSI CONNECTION/USER SUMMARY REPORT GENERATOF

• SPAN TOOLKIT

• LLNL SPI/VMS TOOLKIT )

)
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uNIX* Security

E. Eugene Schultz, Ph.D

Lawrence Livermore National Laboratory

3rd Annual NSIUWG Conference

Aprll 2, 1992

• - UNIX tm• reglet_wed tmckmm_ e4 AT&T

Major purposes of this presentation

• To familiarize you with some of the major security
problems In UNIX

•To acquaint you with methods of making your UNIX
system more secure, regardless of whether you are
a user or system manager

I-Z
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About the security of the UNIX
operating system

• UNIX was designed for use in "trusted" computing
environments

• As UNIX has moved towards becoming a de facto
standard, It Is being used more in sensitive and
classified computing environments

• The UNIX kernel is secure, but the applications/utilities
are often not

• UNIX contains many security features, but they usually
must be enabled

• As new features are added to UNIX, security has
become more difficult to control

1-3

What really is the problem?

• FACT - 90 percent or more of the Intrusions into UNIX
systems would never occur If two widespread
problems were corrected

- Weak passwords

- Unpatched vuInerabilitles

1-4
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Other causes of security problems

• Improper permissions (especially file permleslons)

• Improper system configuration

• Use of programs and functions that compromise
security

• Lack of security maintenance activity

• Inadequate network security architecture

Some dangers of an attacker
obtaining root privileges

With root privileges on a system an attacker can

- Create new accounts

- Disable any account

- Read, write to, or delete any file on that system,
regardless of any protections placed on that file

- Intercept and read anyone's e-mall

- Install trojan horse programs on that system

- Delete any system accounting files (/etc/utemp,
/etc/wtemp, usr/admin/lastiog)

1-6
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Some dangers of an attacker
obtaining root privileges (continued)

- Modify data (e.g., change value of pi to 3.4)

- Kill any process that Is running

- Login to any other system that trusts the
compromised host without using a password, and
do the sarne t

1-7

UNIX Security

Overview

File Protection

System Configuration

Vulnerabilitles

A final Note

l-I
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Passwords

More UNIX Incidents start with

because of poor or nonexistent
passwords than any other cause'

1.9

Evidence of password problems

• In The Cuckoo's Eoo

• Durlng the 1988 Internet worm attack

• Intruslons Into U.S. UNIX systems from Germany,
England, Australla, The Netherlands, etc. from
1987 - present

• Intruslons Into U.S. UNIX systems from overseas
durlng Operatlon Desert Shleld/Desert Storm

I- 10
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Evidence of password problems
(continued)

• Klein's study In 1990 showed that of a total of
15,000 passwords In password files from 50 sites

- 3% could be found by a password cracking
program within 10 minutes

- 21% could be cracked by this program in 1
week

- Approximately two-thirds of systems Involved
in study could be compromised by at least one
bad password

1-I1

How attackers obtain passwords

• By guessing

• By cracking password files

• From bulletin boards

• From e-mall massages and files in compromised
accounts

• By social engineerlng-"con Jobs" on unsuspecting
users to obtain passwords

1- 12
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"Joe" accounts

Accounts with the same user name and password

User : Jabstar
Password : Jabstar

1-13

Weak (easy-to-guess) passwords

• Simple variations (e.g., rnJonas, Jonesrn, rJonss,
ronJones) or reversals of a usarname

• Any word found in the English dicUonary

• Popular car makes

• First names

• Computer (and other) slang (e.g., guru, wizard, etc.)

• Yiddish or Chinese words

• Simple letter iterations (e.g., ababab)

I- 14
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Frequently found default passwords

root

dlag

sysdlag

sundlag

malnt

sync

I- I$

Unpassworded accounts

• Some accounts have no password at all

- Examples: root" and uucp

- Frequent reason: convenience of users

- Easy target for attack

• If there Is no password for modem dial-ins, once an
attacker has the dial-in number • system Is
subject to mulUple attacks Involving different
accounts

• .Some Iml nmrollUNIXrandommhlpWwmmmwirem wqmmmmbd moe_mwW

I- 115
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Choosing a sound password

• Requires some Inconvenience on the user's part

• Recommended methods

- Short word + control character + short word
unrelated to first, e.g., tie&shirt

- Mnemonic method-using first letter of each
word in an easily remembered phrase, e.g.,
mctotsiol (my Country tis of thea...swest land
of liberty)

• Avoid using any password less than 7 - 8
characters In length

1- 17

Checking for easily guessed passwords

• Proactive approach-when the password is set

- Replace the procedure for changing _e
password to check for easily guessea
passwords

- Establish policy for setting the initial
password to something not eeslly guessed

• Retroactive approach-at regular Intervals

- Run 8 password checker on your system's
passwords

- Prepare a policy for finding and changing
easily guessed passwords

1- 18
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Checking for easily .guessed
passwords (contnnued)

• Install password filtering tool (proactlve)

- npasewd (anonymous ftp to emx.utexas.edu)

- pasewd+ (contact Matt.Bishop@dartmouth.edu)

- Commercially available tools

OR

• Use password checldng tool (retroactive)

- COPS (ftp to cs.purdue.edu)

- CRACK (ftp to wuarchive.wustl.edu-ln vol. 25)

- SPI (Security Profile Inspector) - send e-rnail to
tencatl@nssdca.gsfc.nasa.gov

l- 19

Password aging

Requiring users to change their password on a
regular basis has some benefits and drawbacks:

• Can flag and remove dormant accounts

• Limits the utility of a stolen password

BUT

• Can drive users to choose weak passwords,
since the user now has to Invent and
remember new passwords more frequently

i-m
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Password aging (continued)

• In some UNIX systems password aging can be set by
editing letc/passwd

_o.:Whmmc/-./bW_

t
value (in weeks) for pmmword exldratlon

• Some commerclid secudty packages have password
aging

• In "secure" SunOS systems, modify passwd.sdJunct
In/etc/securlty

1-21

Eliminating assessible password files

"Secure" verslor,.s of UNIX have shadow password
files (i.e., encrypted passwords are stored in a
non-accessible file)

root:',2S.-1.:Whammie.J.Jbin/ceh

beJ,, womm t

/.Ncurlly,/etc/ucurtty or/uor/etUaecurlty

1-22
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Social engineering

OmnlCore is oxperknentlng In online - high
resolution gralphico display on the UNIX BSD
4.3 system and Its cletlvitaveo. But, we need
yourhelp In to_lng our new prodl_. - .
TurboTotrls. So, If you are not too busy, plsese
try out the ttotrh; game in your machine •/m_p
dkectory. Just type:

/tmcmHrl8

Because of the graphics handling and .
|crsert.relnltlallzatlon, you will be prompted to
log on again. Please do so, and use your real
password. Thanks for your support. You'll be
hearing from us soon!

OrnnlCore

UNIX Security

Overview

Password Management

System Configuration
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File protections

• File protecUons determine who may

- Read/write to and/or execute a file

- List, create and search directories

• An attacker may not need to obtain root privileges or
oreak line your account to get what s/he wants from
your account if your file protections ere not set
properly

File access modes

$ Is -Ig anytlle

1 p syll 2 May 1 1N1 layfil,

other-read randwrite acoess but no execute allowed

group-rud, write and execute tallowed

ovmer-rmKI, write, rand execute tallowed

file type- -ehows this is • file

l-m
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Directory access modes

S Is -ldg mydir

1 germ •y• $12 May 1 1N1 mydlr

other-IIM and create but no search alocess

group-kt, creaW •rid torch acwu
owner-list, create •nd search accen

file type- d •how• this 18 • directory

]-ZT

The "bottom line" of file protection

• Anyone with access to your system can

- Read/copy any of your world-readable flies

- AItar/deleta any of your world-writable files

- Run any of your world-executable programs

- Plant trojan horse programs in your world-writable
directories In your path

• Threats to the system Itself

- World-writable binaries and system directories
allow an attacker to modify the system

- Readable restricted system files allow an
attacker to discover other trusted computers or
other privileged Information

1-31
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Setting the proper file permissions

• In octal method of setting file permissions

4 = read (or list in the case of directories)

2 = write (or to add/delete files from a directory)

1 = execute (or to cd into a directory)

so 761 .,,. owner read-write-execute, group
read-wrlta, end world execute only for a file

• To chanqe permissions so that you can
read-wr,te-execute, but group or world cannot
read-writHxecute

$ chmod 700 anyfile

1-3

Setting the proper file
permissions (continued)

OR (symbolic method)

$ c_mod o9-rwx anyffie (group and world now have
no rud-wHte-execute
access)

• To recursively remove all read access for group
and world recursively through your directory
structure:

$ d_nod -R og-r (BSD systems only)

OR

$ find. -exe¢ chmod og-r {} _;

1-]0
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Recommended file permissions

• For user files and directories:

. Any file containing 8 password: mode X00

- Hidden files: wrltabie only by owner

- Directories: writabie only by owner, with all files
contained therein owned by user

- If you are not sure, try mode 700 or 711 Initielly for
executable files and 600 or 644 for non-executable
files

1-31

Recommended file
permissions (continued)

• In general, only root needs to have write permission for
system files

• System files should be owned by system users

• root directories (e.g., bin, dev, sic, mnt, usr, etc.)
should not have add/delete access by world

• World should not be able to resd-wrlte to memory,
devices, spool directories, etc.

t-]D

440



Recommended file
permissions (continued)

• netrc (contains Iogin and initialization Information for
use by tlp's auto-login process) - should be readable
only by owner

•/usr/adm/utmp or/usr/adrn/wtmp - mode 600 or 644

•/var/adrn/acct or/var/adrn/pacct, mode 600

• syslog, authlog, or similar files - mode 664 or 644
(recommended directory mode is 700 or 755)

1- 33

umask

• umesk (In/etc/proflle or .cshrc file) sets a mask on
permissions for flies and directories you create

• sets limit on maximum permission values (octal)

• 7 minus umesk value = rnaxlmum sum of access
permissions for each bit, e.g., mask value of 4 allows
write (2) and execute (1) only

$ umask

$ umask 126

$ umask 077

(diqplays umask croatJon muk)

(prevents owner from oxoculm,group from
me-execute and world from read-wyllmaccou)

(p_vonts group and world from rucl-vntte-execute

1-34
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UlDs for processes

• UID - user identification number

• If a process needs to reed, write or execute •
certain file, the associated UID must have
the appropriate access permissions

• Real UID - the UID of the user who executes
the process

• Effective UID - the UID under which the
process runs (with the same access
permissions/privileges as the owner of any
accessed file)

• Example - if user rcarr executes a setuid file
owned by gene, the real UID will be rcarr's, but
the effective UID will be gene's

GIDs for processes

• GID - group IdenUficetion number

• Real GID - the GID of the group that executes a
process

• Effective GID - the GID under which the process
runs (with associated access permissions and
privileges)

l-]l
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SUID permission

SUID - Set user ID

• When SUID permission Is set, all processes
created from program will have effective UID of the
owner of program

• Effective UID may be different from real UID

• chmod command used to set SUID permission

$ chmod u+s anyflle OR chmod 4XXX anyflle (sets SUID

permission)
$ Is -Ig anyflie

-rwlrwxrw- 1 germ lya 2 May 1 1991 Imyflle

t
the : replaces the x to show that the SUID permlsslon Is set

t-T/

SGID permission

SGID - Set group ID

• When SGID permlsslon Is set, all processes
created from program wlll have effective UID of
the group assoclated wlth program

• Effective GID may be dlfferent from real GID

• chmod command used to set SGID permlsslon

$ chrnod g+s anyflle OR chrnod ZXXX anyflle (sets SGID
perrnkmlon)

$ Is -_ anyflle

-rwxr-,_lr-= 1 germ sys 2 May 1 1991 anyflle
/

the mreplaces the x to show that the SGID permission is set

|-m
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The sticky bit

• If the sticky bit on a directory Is set, only the owner of
files in that directory can remove or :name those files

- Applies to SunOS and some other BSD systems

- Useful esPeCially for/trap directories (normally
world-writable)

$ chmod 1XXX mydir OR $ chmod (H-t

$ Is -klg mydlr

drwxr-xr-I 1 gong ilys 512 May 1 1991 mydlr

t
the t replaces the • to show that the sticky bit labNt

1-:]_

setuid root files planted by intruder

• Designed to allow root privileges to Intruder upon
reentry Into system

• Often are hidden" (e.g., .xx, .., etc)

• setuId root program might be/bin/sh

• To find setuld root files:

$ find / -war root -perm -4000 -print

•. Hkld_ II1_ Imp wlm s IMd_l

1-40
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Recommendations for setuid

• setuid root scripts

- Your vendor can Inform you which scripts need to
run as root - other setuid root scripts should not
be allowed

- All setuid root programs should be in systems
directories and should not be world
readable-writable

-/usr/bin/uusend and/usr/lib/ex3.7preserve should
not be setuid root in SunOS systems

• All setuid to user programs should be known to user

• setuid files generally require only execute access

$ chmod 4711 any_setuid_flle

).-41
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Ownership
•/et¢ should be owned by root, not bin

Sis -IFd/bin

drw_r-xr-= 4 bin systiim 3584 Jun 4 11:05 err./ (thlslsbad:)

S chown root/etc (now bin is owned by root)

•/dev/mem,/dev/kmem and/dev/drum

- Should be owned by root and group kmem

- Mode 640 recommended

Sis -IFcl/dev/mem

dn,nu-r-x 4 _t Imam 409li Aug 8 13:54 tier/mare (this Is good)

• All devices (except terminals') should be owned by root
• - llhould bl (_rod Ily .lit _rll _.cl Iolp oul-lhln lmuld II c_,_rwll I_ tool illaln

I-43

sendmail

• alias, allas.dir and allas.pag in sendmail

- Should also be owned by root

- Should not be world writable

• Remove decode alias from/etc/allases or
/usr/llb/allases

1-44,
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System integrity
• Inspect" system programs, network daemons, and

access control programs for trojan horse programs
• telnet

•/biNIogin

• t/tp

• su

• cron*.

• at**

$ sum/bin/login

OR run Integrity checking tool such as COPS

(compare to previotm checksum)

"- uee c:heckaumImsOrmm luq_ o/ll4ne
QQ

" AnY hie mfwenced by ¢ron ancUarad_ld naabe wortd.wr#al_, _h_

1.45

Trusted hosts files

• Ensure Integrity of trusted hosts files (i.e., hosts.equiv,
hosts.lpd and .rhosts files)

- Inspect names of systems (e.g., unauthorized or
not In your domain)

- + In these files allows universal access

- Files should not be world-writable

1-46
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tftp

• Secure tftp (trivial file transfer protocol)

- Disable tftp unless it is necessary (e.g., for diskless
servers)

$ get/etc/motd (ll you get • rmqzou_ letr./pamnvd libvulnerable)

- To disable tftp: delete or comment out tftp entry in
/etc/Inetd.conf)

- If you run tftp, run the most recent version (Berkeley
version 5.60) and run it "secure" (-s option in
inetd.conf in SunOS)

|- 47

anonymous ftp

• Secure anonymous ftp (file transfer protocol)

- (If poseible) - have dedicated anonymous ftp server

- Asterisk out password fields in -ftp/etc/passwd

- Allow only group access In -ftp/etc/group

- Directory protections: 755 (generally)

- netrc (contains Iogin and Initialization Information
for use by ftp's auto-logln process) - should be
readable only by owner

1-48
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Account management
• Disable" unnecessary default accounts (e.g., sync)

• For disabled accounts, change Iogin shell from
/bin/sh to/bin/false

sys:*:Z,2::/:/bln/false

• Ensure that password file does not contain entries
such 8s :.'0:0::

• RecommendaUon--.avoid:

- Guest accounts"

- Group accounts*"
•. Replace the _ wlm an mmerlek

- • Igguoa a_oumm mum be used. uekin mnon4Jtvkd p4mvm_L and dleabie aecmm4
immodlmogyalter 9wet ut4r Io4vm

--. If munlple umemmmto have ram IsdvUoom, amdgn multipio atceountswllh UIOuO

1- 49

Other recommendations for
system configuration

•/etc/exports

- Should specify only hostnames or netgroups allowed
to mount partitions

- ,cress- must not be empty, or any host may mount
file system

- After editing, enter

(to ensure that changes we put Into effect)# exportfs -m

•/etc/netgroup

- Should specify only hostnames or netgroupa allowed
to mount partitions

- Host and ,set fields must not be empty
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About UNIX vulnerabilities

• Older versions of UNIX generally contain more
vulnerablllUes

• Your vendor can help you learn which specific
vulnerabllltles apply to the particular flavor and
version of UNIX that you run

• Patches may have undesirable side effects,
depending on configuration
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UNIX vulnerabilities can be
exploited several basic ways

• Authentication bypass or back doors

• Compromise of passwords

• Unauthorized use of funcUonsJprivileges

• Disabling of protections

1- S3

sendmail vulnerabilities

• Hole 1 - an attacker can gain root privileges and
execute commands on 8 remote system

- Exploited by Morris Worm

- Fix .ed In re.cent versions of major UNIX operating
systems (e.g., BSD, SunOS, ULTRIX, etc.)

• Hole 2 - when used with .rhosts can allow attacker
to gain access to a system without password

- Present In SunOS 4.0.3, but fixed In version 4.1
(BuglD 1028173)

- Fixed in recent BSD sendmall releases (5.61 -
5.65)

- Allows serious damage to be done to systems,
especially If used in connection with .rhosts files

1-_14
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sendmail vulnerabilities (continued)

• Hole 3 - an attacker can use this hole to overwrite
critical system flies (i.e.,/etc/paeswd, crontab)

• Other holes in older versions of UNIX, Including
decode, which allows users to create any file to
which daemon has access

finger vulnerabilities

• Hole I - allows a symbolic link to privileged files
when finger is run setuld to root

- Fixed In SunOS 4.0.3 (BuglD 1015128) end BSD
4.3 Tahoe

- Exploltsd by Morris Worm

• Hole 2 - allows an attacker to flood the Input buffer
with finger requests end subsequently gain
unauthorized root privileges

- Workeround - remove setuid from finger

- Patch available from most vendors

452



finger vulnerabilities (continued)

• finger is often used by an attacker to find other
account names and home directories - can be used
in connection with other vulnerabilitles

ftp vulnerabilities

• Hole I - allows unauthorized root access when
anonymous ftp Is enabled on older UNIX
systems

- Patch available

- Allows user to modify any file In system
(Including/etc/passwd)

• Hole 2 - allows unauthorized file access (e.g.,
/etc/passwd)

- Patch available

453



Other frequently exploited
UNIX vuinerabilities

•tftp - permits an attacker to remotely read any world
readable file (Including password file)

- Patch available (fftp -d to specify a directory to
chroot Into)

- Workaround: disable function or replace with
tftpbootd

• /bin/mall - on ULTRIX systems, makes It possible
for an attacker to create a shell with EUID=0 (root)

• On Sun systems, FSIRAND function is predicable,
allowing an unauthorized user to mount file systems
remotely

Other frequently exploited
UNIX vulnerabilities (continued)

• rcp (remote copy) - allows remote copying of user
readable files.

- Workaround available

- Patch available

• his (network Information service) and nfs (network
file system) - many vuInerabilitles

• dump/restore - runs as root and can allow
unauthorized user to overwrite system files

I-a0
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Other recommended strategies

• Make backups-minimum of once every month

• Read system logs dally, checking especially for

- Unsuccessful Iogln attempts

- su's to other accounts (especially root)

- Unusual messages from daemons that log to the
syslog file

• Be on the alert for unexplained changes in file
sizes/dates, number of links to files, unsuccessful
Iogin attempts, etc.

• Encrypt sensitive files (but don't use Cryptl)

I-(12
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Scenario for the "big fall"

I lack of system maintenance I

! unpatched vulnerabllitles J

I configuration I

Ipr°blema I
I Improper Ipermissions J

I unpasswordedaccounts I

I weakpasswords I

i ', i .

• !

!

I-a

The Internet

RSCS

TCP/IP

I.Is
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TCP/IP Tutorial

John McMahon

TGV, Inc.

Due to size and copyright considerations,
Mr. McMahon's tutorial materials will be

made available upon request to the NSI NIC.
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Third Annual NSIUWG Conference

_il _letmnrktng m the gltn,=ttes
EXHIBITORS

(All exhibits are locamdin theAnnapo_sRoom on the lobbyleveL Exhibitorswill beavailablefrom 1:30to
5:00 TuesdaythroughThm'sdayand I(3:.00tonoononFriday.)

NASA Science Internet User Support Office

Members of the NSI User Support office wil I inform NSI users of the various services
available to them as a ,_suh of being a member of the NSI user community.

NASA Science Internet Network Operations Center

Members of the NASA Science Interact Operations staff wiU demonstrate ma] l_ne
monitoring capabilities of the NSUNOC ,located at the NASA Ames Research CenteL

NASA Centt.r for Computational Studies

The NCCS provides computational services and tools in a data rich envia'onment to

scientists supported by NASA's Office of Space Sciences and Applications. Programs
include a compularional physics group and a scientific visualization laboratory.
Resources include: Cray Y-MP 8/464, Convex 220, MasPax ,_,L°- I, Ulna net'work, and
associat_'d mass data storage, and delivery systems.

TAE Plus

TAE is ." so_',wa.m development tool.

GDAAC

NCDS and PLDS The Eaxth Observing Systems Goddard Disu-ibutcd Active Archive
Center r,:presenrs global change disciplines through its baseline systems: The NASA
Climate Data System and Pilot Land Data System. The Goddard DAAC is developing
innovative data management systems to handle the n'emendous volume of data expected
in the EOS era.

EOSDIS IMS Version

The EOSDIS [MS Version 0 Inventory I.nteroperability Proof of Concept Demonswadon
is a cooperative effort between the IMS system level coordination/developmem team and
the distributed DAAC software develompent teams. This software demonstrates the
capability to access heterogeneous distributed inventories of scientific metacL*'.a.

MASTER DIRECTORY

The Mastcr Dir_tory is a f_e on-line data information service. It is a multidisciplinary and
multti-agency information service.

NSIUWG: March�April, 1992
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